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Abstract 

With the rampant increase in the heart stroke rates at juvenile 

ages, we need to put a system in place to be able to identify the 

symptoms of a heart stroke at an early stage and thus prevent 

it. It is difficult for a common man to frequently undergo 

expensive tests such as ECG and thus there needs to be a 

system in place which is realistic and at the same time reliable, 

in predicting the risk of a heart disease. Thus, we propose to 

develop an application which can predict the vulnerability of a 

heart disease given basic symptoms like age, sex, pulse rate etc. 

The machine learning algorithms and neural networks most 
reliable techniques for predicting results. 

 

Keywords: Machine Learning, Neural Networks, Heart 

Disease, Data Processing, CHAD, Deep Learning. 

1.INTRODUCTION 

Cardiovascular diseases or Heart diseases are most 
dangerous disease and a leading reason of human deaths. 
According to World Health Organization (WHO), millions of 
people die every year because of arteriosclerosis only [1]. In 
excess of 1,000,000 Americans are determined to have 
cardiovascular breakdown in the United States every year, and 
an expected 6.2 million people in the United States at present 
live with cardiovascular breakdown. [11]. 1 out of 4 deaths 
occurs because of CVDs in India, ischemic coronary illness and 
stroke are the reason >80% of the times [13]. Basically, heart 
sickness is the disorder of heart/in heart, where Blood flow to 
the heart, brain or body is reduced because of a blood clot 
(thrombosis) development of greasy stores inside a conduit, 
prompting solidifying and narrowing of the supply route 
(atherosclerosis). Estimation shows that 30 million people will 
die due to the heart disease before 2040. This disease tends to 
affect persons most productive years of their life and makes 
ruinous impact on the social and economic being [14]. The 
physiological, social furthermore, psychological effect of these 
cardiovascular diseases varies across populations and 
individuals. Fortunately, there is an array of treatment options 
available. But to know about it at earlier stage there are various 
strategies which can be helpful to us for predicting the 
possibilities.AI and ML have benefited from sophisticated 
technology and improving data processing speeds, leading to the 
development of algorithms for autonomous driving image and 
facial recognition, automated recommendation software, and 
processing of natural language.[12] The techniques include, 
Machine Learning, Neural Networks and algorithms like K-

Nearest Neighbor, Linear Regression, Naïve Bayes, Multilayer 
Perceptron, Support Vector Machine etc. All these techniques 
have been verified as cost effective, highly efficient, and less 
painful than conventional medical techniques. However, in 
many computer vision problems, it becomes undeniable that 
both CNNs and deep learning are the technique of choice [2].  

2.BACKGROUND 

2.1 Heart Disease 

Heart disease describes a range of conditions from which your 
heart can be damaged. The diseases under heart disease umbrella 
includes small vessel diseases, such as coronary artery heart 
disease (CHAD), Problems of heart rhythm (arrhythmias); and 
defect in heart you were born with (congenital heart defects). 
The word heart disease is often used as the term cardiovascular 
disease (CVD).  

Cardiovascular disease generally refers to conditions that 
involve narrowed or blocked blood vessels which will result in a 
heart attack, chest pain (angina) or stroke. Other heart 
conditions, such as those that affecting your heart's muscle, 
valves or rhythm, also are often considered forms of heart 
disease.[3] Cardiovascular diseases (CVDs) are the number 1 
cause of death globally, taking an estimated 17.9 million lives 
each year. CVDs are a group of disorders of the heart and blood 
vessels and include coronary heart disease, cerebrovascular 
disease, rheumatic heart disease and other conditions. Four out 
of 5CVD deaths are due to heart attacks and strokes, and one 
third of these deaths occur prematurely in people under 70 
years of age [1]. Population-based studies show that 
atherosclerosis, the major precursor of cardiovascular disease, 
begins in childhood. The Pathobiological Determinants of 
Atherosclerosis in Youth (PDAY) study demonstrated that 
intimal lesions appear in all the aortas and more than half of the 
right coronary arteries of youths aged 7–9 years [15]. 

The CHAD is one of the most common reasons of mortality 
in heart disease, there are several features of CAHD disease that 
can affect the structure or function of the heart. The physicians 
and doctors face many problems to detect heart disease correctly 
and rapidly. So, it is significant to make an intelligence CAHD 
prediction model to predict the heart disease in an initial state 
with a low cost. Without any previous symptoms, twenty-five 
percent of people die suddenly who are suffered by CAHD [4]. 
CAHD is one of the most significant types of diseases that can 
affect the heart badly and causes heart attack. Timely treatment 
and being aware of diseases symptoms can reduce CAHD.  

2.2 Problem Statement 
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According to WHO (World Health Organization) Heart Disease 
is one of the most dangerous disease and leading reason of 
mortality, Twenty-five percent of people die because of heart 
stroke without having any symptoms of CVD (Cardiovascular 
Disease) [1]. Patients must go to some clinic and test whether 
he/she is diagnosed with CVD. Even for prediction of heart 
disease patient must pay some of their money. Patients don’t just 
go through tests they also go through mental and physical 
pressure depending upon the situation and place. Tests are not 
handy and easy to access, and some are time consuming because 
of the flow of system. 

3. METHODOLOGY 

To initiate with the work, we have to start collecting 
data in each and every aspect towards the goal of the system. 
At first, the research was in the direction of the main causes or 
the factors which have strong influence on the heart health. 
Some factors are unmodifiable like age, sex and family 
background but there are some parameters like blood 
pressure, heart rate etc. which can be kept in control by 
following certain measures. Many doctors suggest healthy diet 
and regular exercise to keep the heart healthy. Following are 
the parameters which are considered for the study in 
designing the system which have major risk percentage with 
respect to CAD   

 

1. Age   
2. Sex   
3. Blood Pressure   
4. Heart Rate   
5. Diabetes   
6. Hyper cholesterol  
7. Body Mass Index     
 
The next step was to collect dataset. For this there are many 

datasets which can be used. i.e. Framingham heart study 
dataset. The dataset contains over 4000 people’s records with 
over 14 features related to them. It has the target attribute 
which suggest the probability of the person to get diagnosed 
by CVD in coming 10 years [16], Cleveland dataset from UCI 
library. The datasets may contain as many as 76 parameters 
describing the complete health status of heart. These 
parameters are obtained by expensive clinical tests like ECG, 
CT scan etc. Out of these, the traditional heart disease 
prediction system uses 13 major parameters [6][7]. Since these 
parameters require expensive lab tests to find ECG, chest pain 
type, ST depression etc. To avoid these and to make system 
less complex partial datasets can be used by measuring the 
impacts of the attributes. The following research work briefly 
explains the following existing methods/algorithms are used 
while prediction of disease.  

 

4. RELATED WORK 

The use of computer algorithms that can learn complex 
patterns from data has significant potential to impact 
cardiology due to the number of diagnostic and management 
decisions that depend on digitized, patient-specific details such 
as , echocardiograms, and more, and due to the growing 
amount and sophistication of medical expertise the complexity 
of medicine now exceeds the ability of the human mind.ML 
algorithms can help in acquiring, interpreting, and 
synthesizing health care data from disparate sources and 
putting it at our fingertips. Machine Learning is mainly used 
for prediction purpose. In which, the machine gets trained 
using older dataset and the trained machine gets tested on a 
different dataset from the dataset it was trained on. Below are 
some algorithms used to train model. 

4.1 K-Nearest neighbour 

K-Nearest Neighbor has been commonly used to mine 
comprehensive medical database information [8]. KNN 
algorithm is a method of classification which is based on the 
similarity of one case to other cases. At a particular point, when 
a case is new, its distance from every one of the cases in the 
model is determined. The output of the technique indicates the 
case just like the closest neighbor, which is the most 
comparable. In this manner, it puts the case into the output that 
contains the closest neighbors. K-NN has 2 steps:  

(1) Find the K training occasions which are closet to the 
unidentified occurrence.  

(2) Pick the most frequently occurring classifications for 
these K occasions.  

 
Fig- K-Nearest Neighbor [8][17] 

Here in above figure suppose that R1 is the point, for which 
label needs to predict. First, find the K closest points to the R1. 
These distant points are measured using distance measure like 
Euclidean distance, Manhattan distance, Hamming distance etc. 
Then each object votes for the class they belong to and the class 
which has the most votes is selected as the predicted value [17]. 

4.2 Naive bayes algorithm 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
           Volume: 05 Issue: 07 | July - 2021                                                                                                    ISSN: 2582-3930                                   

 

© 2021, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 3 

 

 

The Naive Bayes classifier is a probabilistic classifier based 
on the application of the Bayes theorem with simple assumptions 
of (naive) independence between characteristics. It is easy to 
create a Naive Bayesian model without complicated iterative 
parameter estimation, which makes it particularly useful for 
diagnosing heart patients in the field of medical science. Despite 
its simplicity, The Naive Bayesian classifier is often surprisingly 
good and is commonly used because it often outperforms more 
advanced methods of classification. How to calculate the 
posterior probability, P(c|x), from P(c), P(x), and P(x|c) is 
provided by the Bayes theorem. The Naive Bayes classifier 
assumes that the impact on a given class (c) of the value of a 
predictor (x) is independent of the values of other predictors. 
This presumption is called the conditional independence of the 
class 

3.2 Equations:  
• The Bayes theorem is:  

P(A|B) = P(B|A) P(A) / P(B) 
• P(A|B) is the posterior probability of the predictor 

class (target) given (attribute). 
• P(A) is the prior probability of class  
• P(B|A) is the probability of the predictor class given. 
• P(B) is the prior probability of predictor  

 
Where the two events are C and X (e.g. the probability that 

the train will arrive on time given that the weather is rainy). 
The probability theory is used by such Naïve Bayes classifiers 
to find the most likely classification of an unseen 
(unclassified) instance. If we have numerical data in the 
training set, the algorithm performs positively with categorical 
data but poorly. [7][18]. 

4.3MLP  

     As its name indicates, the multilayer perceptron neural 
network is composed of multiple layers. Only linearly 
separable problems are solved by the single layer perceptron, 
but many of the complex problems are not linearly separable, 
so one or more layers are added to single layer perceptron to 
solve such problems, so it is known as multilayer perceptron. 
The multilayer perceptron network, as shown in Fig.1, is 
known as a feed-forward neural network with one or more 
hidden layers. In general, they are used for pattern recognition, 
input pattern classification, prediction based on input 
information and approximation. It is independent of the 
orientation and size of the image. Color histogram is the most 
popular method for extracting the color information from the 
image. It gives the information about distribution of different 
colors that are present in an image.  

i  

Fig- MLP[9] 

In case of digital images, histogram is that the number of 
pixels that have colors values in each of a fixed list of color 

ranges that cover the image’s color space. The color histogram 
can be designed for any form of color space, but it is mostly 
used for three-dimensional spaces like RGB or HSV. In case 
of monochromatic images, the term intensity histogram may 
be used instead. Above network have an input layer with three 
neurons, one hidden layer(at the center) with three neurons and 
an output layer with three neurons [9]. Input Layer - The input 
layer accepts the input vector (x1...xp) and standardizes the 
values of every variable within the of -1 to 1. Then the 
distribution of those standardized values together 
with constant input called bias valuable 1 is given to 
every hidden layer neurons by input layer this bias value is 
then multiplied by a weight and added to the sum that's going 
into the neuron. Hidden Layer - At each neuron within 
the hidden layer, a weight (wji) is multiplied to the worth from 

each input neuron. Hidden Layer - At each neuron within the 
hidden layer, a weight (wji) is multiplied to the value from 
each input neuron. Hidden Layer - At each neuron within 
the hidden layer, a weight is multiplied to the worth from each 
input neuron. Then a combined value ui is produced by adding 
the resulting weighted values from each hidden layer neuron. 
This weighted sum (uj) is then given to the a transfer function, 
Generation of useful outputs hj. The combined outputs 
obtained from the hidden layer's neurons are then given to the 
neurons in the output layer. Output layer - The neuron weight 
(wkj) of each output layer is multiplied by the value of each 
hidden layer of the neuron, and then, by adding the resulting 
weighted values, the combined value vj is formed. 

4.4 SVM 

Support vector machines have shown excellent performance for 
disease prediction in the medicine sector in recent years[8]. 
SVM is a supervised learning system and the main aim is to 
design it for tasks of regression and classification, as well as 
minimizing errors in generalization. SVM classifies the data 
over a hyperplane into two classes. In spaces with large 
dimensions, SVM is very effective even the dimensions are 
greater than the number of samples. 
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Fig- SVM[19] 

Mathematically, SVM represented as follows 

If Yi = +1;wxi + b ≥ 1 (1) 

If Yi = −1;wxi + b ≤ 1 (2)  

For all i; yi(wi + b) ≥ 1(3) 

x is a vector point in the equation and w is a weight and a vector. 
Therefore, the data in Equation (1) should always be greater than 
zero to separate and the data in Equation (2) should always be 
less than zero to separate. SVM selects the one among all 
possible hyperplanes where the hyperplane distance is as wide as 
possible. 

4.5 Neural Network  

    Neural networks are a set of algorithms that are designed to 
recognize patterns, modelled loosely after the human brain. 
Through a kind of machine perception, labelling or clustering 
raw input, they interpret sensory data. The patterns they 
recognize are numerical, contained in vectors, into which all 
real-world information must be translated, be it images, sound, 
text or time series .[21] 

     Neural networks help us cluster and classify. They help to 
group unlabeled data according to similarities among the 
example inputs, and they classify data when they have a labelled 
dataset to train on.[21] 

 

Fig- Neural networks[21] 

Deep neural networks contribute to medicine, pathology, and 
other medical sectors[7]. A DNN is a complex neural network 
structure where, between the input and output layers, there is a 
neural network with several hidden layers. The input data is 
transformed into non-linearity or activation functions in order to 
output one or more linearly dividable classes. The intermediate 
layers are known as layers that are hidden. A deep neural 
network with a hidden layer is a f: RA → RB function, where A 
and B are respectively the size of the input vector and output 
vector. The relation between the vectors of input and output is 
expressed as follows: f(x) = ∅(b(2) + w(2)  

(ϕ(b(1) + w(1) ))) (5)  

With bias vectors b(1) and b(2) ,  

weight matrices w(1) and w(2) ,  

and activation functions φ and ϕ. 

4.6 Decision Tree 

Decision tree is the graphical representation of the data 
and it is also the kind of supervised machine learning 
algorithms.  

 

Fig. Decision Tree[22][24] 

 For the tree construction we use entropy of the data 
attributes and on the basis of attribute root and other nodes are 
drawn. 

 Entropy= -∑ P ij log Pij 

Pij is the probability of the node in the above entropy 
equation and the entropy of each node is calculated according to 
it. As the root node, the node that has the highest entropy 
calculation is selected and this process is repeated until all the 
tree nodes are calculated or until the tree is built.[22] When the 
number of nodes are imbalanced then tree is create the over 
fitting problem which is not good for the calculation and this is 
one of reason why decision tree have less accuracy as compare 
to linear regression.[24] 

We first use each descriptive feature and divide the 
dataset along the values of these descriptive features to find the 
best feature that serves as a root node in terms of information 
gain, and then calculate the dataset entropy. Once we have split 
the dataset according to the function values, this gives us the 
remaining entropy. Then we subtract this value from the dataset's 
originally calculated entropy to see how much this splitting of 
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features reduces the original entropy that gives a feature's 
information gain and is calculated as:  
 
InformationGain(Feature) = Entropy(Dataset) -  Entropy(Feature) 
 

The feature with the largest information gain should be 
used as the root node to start building the decision tree. ID3 
algorithm uses information gain for constructing the decision 
tree. 

Gini index is calculated by subtracting the sum of 
squared probabilities of each class from one. It favors larger 
partitions and easy to implement whereas information gain favors 
smaller partitions with distinct values.[23] 
Gini index = 1- ∑ (pi)

2 

A feature with a lower Gini index is chosen for a split. 

The classic CART algorithm uses the Gini Index for constructing 

the decision tree. 

 

4.7 Logistic Regression 

    Logistic regression is basically an extended version of linear 

regression. Logistic regression is a statistical model which uses 

logistic function in its basic form to model a binary dependent 

variable. It is mostly used when the dependent variable is 

categorical [19]. Logistic regression helps in various ways for 

disease prognosis and diagnosis [20]. Mathematically,  

 

 

Logistic regression estimates multiple linear regression functions 

defined as. 

 

log p (y = 1) / 1 − (p = 1) 

= β0 + β1X1 + β2X2 +···+ βkXk; 

 where k = 1, 2, ..., n 

    Sigmoid is one of the basic functions which are used in logistic 

regression which is bound to binary values, i.e. 0 and 1. The 

sigmoid curve ranges between 0 and 1 so the classification of two 

classes can be done using it. The curve shows the likelihood of 

data. 

 

Fig-Logistic regression[19][20] 

5. Paper Summery 

[1] Prediction of Heart Disease Using Machine Learning 
Algorithm.[25] 

In this Paper Authors Have Discussed about 
prediction of heart disease using Naïve Bayes and 
Decision tree. Firstly, by using data preprocessing the 
system will preprocess the past data of patients and if the 
data is small than the system will use Naïve Bayes 
Algorithm for predicting the risk of disease. If the data is 
big system will use Decision tree algorithm to predict the 
risk. Using K-means to cluster the similar data will help 
the system in predicting risk in better way. 
 

[2] Coronary Artery Heart Disease Prediction: A 
Comparative Study of Computational Intelligence 
Techniques.[26] 

They compared several computer intelligence 
methods for the prediction of coronary artery heart disease 
in this paper. Seven Logistic Regression (LR) computer 
intelligence techniques, Support Vector Machine (SVM), 
Deep Neural Network (DNN), Decision Tree (DT), Naïve 
Bayes (NB), Random Forest (RF), and K-Nearest 
Neighbor (K-NN) were used and a comparative study was 
drawn up. Using Statlog and Cleveland heart disease 
datasets, which are collected from the UCI machine 
learning repository database with several evaluation 
techniques, the performance of each technique is assessed. 

 
[3] Intelligent Heart Disease Prediction System Using Data 

Mining Techniques.[27] 

In this paper, they have used Data Mining method 
Decision tree which can handle high dimensional 
categorical data. Decision Trees can also handle 
continuous data (as in regression) but they must be 
converted to categorical data. Using Naïve Bayes, the 
system can find new ways of understanding and exploring 
data it learns from the target and other data provided to 
the algorithm. Neural Network consists 3 layers. input 
layer, output layer and hidden layer. Neural Network 
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algorithms use Linear and Sigmoid transfer functions. 
Neural Networks are suitable for training large amounts of 
data with few inputs. Using this techniques system will 
provide predicted result of heart disease. 

[4] Prediction of Heart Disease Using Machine Learning 
Algorithms.[28] 

There is a vast amount of information in the health 
care field, certain techniques are used for processing those 
data. One of the techniques often used is data mining. The 
leading cause of death worldwide is heart disease. The 
heart is the human body's vital organ. If a heart does not 
perform its function properly, it will affect the human-like 
kidney, brain, etc. According to WHO statistical data, 
one-third of the world's population has died from heart 
disease. Risk factors for heart disease include: high 
cholesterol, high BP, diabetics, smoking, family history of 
coronary disease, too much alcohol consumption, etc. 
Symptoms of Heart attack: They compared several 
computer intelligence methods for the prediction of 
coronary artery heart disease in this paper. Seven Logistic 
Regression (LR) computer intelligence techniques, 
Support Vector Machine (SVM), Deep Neural Network 
(DNN), Decision Tree (DT), Naïve Bayes (NB), Random 
Forest (RF), and K-Nearest Neighbor (K-NN) were used 
and a comparative study was drawn up. Using Statlog and 
Cleveland heart disease datasets, which are collected from 
the UCI machine learning repository database with several 
evaluation techniques, the performance of each technique 
is assessed. 

[5] Diagnosis of  heart disease for diabetic patients using 
naïve bayes method[29] 

In medical databases, the discovery of knowledge is a 
well-defined process and data mining is an essential step. 
In a large database, data mining involves the use of 
techniques to find underlying structures and relationships. 
We are applying the Naïve Bayes data mining classifier 
technique in this study that generates an optimal 
prediction model using a minimum training set. The 
proposed system uses diabetic diagnosis to predict 
characteristics such as age, sex, blood pressure and blood 
sugar, and the chances of a diabetic patient getting heart 
disease. Diabetes mellitus is a chronic disease that causes 
serious health problems, including renal failure, stroke, 
blindness, and heart disease, most notably. People with 
diabetes are two to four times more likely to get cardio 
vascular diseases, so the Naïve Bayes method is used to 
help diagnose diabetic patients with heart disease for this 
purpose. Naïve Bayes classifier is a term that deals with a 
simple probabilistic classifier based on the application of 
strong independence assumptions of the Bayes theorem. 
The data set used for this work is a set of clinical data. 
The specification of the clinical data set provides a 
concise, unequivocal definition of diabetes-related 
products. For data mining, the tool WEKA ('Waikato 

environment for knowledge analysis') is used. WEKA's 
main features are an open source and independent 
platform. It provides many distinct data mining and 
machine learning algorithms. The proposed naïve model 
of Bayes was able to properly classify the input instances. 

[6] Analysis and prediction of cardiovascular disease using 
machine learning classifiers[30] 

A general term for conditions that affect the heart or 
blood vessels is cardiovascular disease (CVD). It is 
usually associated with an accumulation of fatty deposits 
within the arteries (atherosclerosis) and an increased risk 
of blood clots, referring to conditions that include limited 
or blocked veins that can cause a heart attack, torment of 
the chest (angina) or stroke. The classifier for machine 
learning predicts the ailment depending on the patient's 
side effect state. This paper intends to look at the 
presentation of the machine learning tree classifiers in 
anticipating cardiovascular disease(CVD). Dataset from 
the UCI (University of California at Irvine) repository; 10 
attributes such as age, gender, cp, trestbps, cho, fbs, 
restecg, thalach, ca, and target were included in the data 
set. The cleaned data is divided into 60 percent training 
and 40 percent test based on the split criterion, then the 
dataset is subjected to five classifiers of machine learning 
such as Logistic Regression (LR), Support Vector 
Machine (SVM), Decision Tree (DT), Random Forest 
(RF), K-Nearest Neighbors (KNN). Using the confusion 
matrix, the precision of the classifiers was calculated. It is 
possible to determine the classifier that offers the highest 
accuracy as the best classifier. 

[7] Prediction of Cardiovascular Disease Using Machine 
Learning Algorithms[31] 

In this Paper Authors Have Discussed about data pre-
processing uses techniques like the removal of noisy data, 
removal of missing data, filling default values if 
applicable and classification of attributes for prediction 
and decision making at different levels. This is done by 
comparing the accuracies of applying rules to the 
individual results of Support Vector Machine, Gradient 
Boosting, Random forest, Naive Bayes classifier and 
logistic regression on the dataset taken in a region to 
present an accurate model of predicting cardiovascular 
disease. 
 

[8] Predicting Heart Disease at Early Stages using Machine 
Learning.[32] 

In this Paper Authors Have discussed about predicting 
heart disease at the early stages will be useful to the 
people around the world so that they will take necessary 
actions before getting severe. Several types of heart 
disease are there in the world; Coronary artery disease 
(CAD), and heart failure (HF) are the most common heart 
diseases that are present. Heart disease is a significant 
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problem in recent times; the main reason for this disease 
is the intake of alcohol, tobacco, and lack of physical 
exercise. Some of the supervised machine learning 
techniques used in this prediction of heart disease are 

artificial neural network (ANN), decision tree (DT), 
random forest (RF), support vector machine (SVM), naïve 
Bayes) (NB) and k-nearest neighbor algorithm. There are 
some common attributes which are used to predict  

the heart diseases are:  Gender, Age, resting blood 
pressure, Types of chest pain, Serum cholesterol in mg/dl, 
Fasting blood sugar, ECG results, Heart rate, Thalassemia, 
Old peak. Heart disease is a very critical issue in the 
present growing world. So, there is a need for an 
automated system to predict heart disease at earlier stages. 

[9] Heart Attack Risk Prediction Using Machine 
Learning.[33] 

The major cause of morbidity and mortality globally is      
heart disease: it accounts for more deaths than any other 
cause annually. The authors discussed the development of 
a screening tool in this paper to predict whether a patient 
has a 10-year risk of developing coronary heart disease 
(CHD) using various Framingham dataset machine 

learning techniques. The objective of the classification is 
to predict whether the patient has a 10-year risk of future 

coronary heart disease (CHD). provides the patient’s 
information. It includes over 4,000 records and 15 
attributes. Each attribute is a potential risk factor. There 
are both demographic, behavioral and medical risk 
factors. The attributes are Demographic, Education, 
Behavioral, Information on medical history and 
Information on current medical condition. This model can 
then be used as a simple screening tool and all that we 
need to do is to input ones: age, BMI, systolic and 
diastolic blood pressures, heart rate and blood glucose 
levels after which the model can be run and it outputs a 
prediction. 

 

 

Fig- COMPARISON TABLE 

[10] HPPS: HEART PROBLEM PREDICTION SYSTEM 

USING MACHINE LEARNING.[34] 

Heart is the most important organ of a human body. It 
circulates oxygen and other vital nutrients through blood 
to different parts of the body and helps in the metabolic 
activities. In this paper authors have analyses about the 
different prescribed data of 1094 patients from different 
parts of India. Using this data, they have built a model 
which gets trained using this data and tries to predict 
whether a new out-of-sample data has a probability of 
having any heart attack or not. They collected data from a 

survey of approximately 1000 patients from different parts 
of India and found a correlation between the various risk 
factors they collected. Family history, smoking, 
hypertension, dyslipidaemia, fasting glucose, obesity, life 
style, CABG and high blood serum are the risk variables 
that have been taken as an input. They have the 
demographic details, apart from the risk factors 
mentioned, as well. The main intension of this paper is to 
help in the decision making of a doctor for detecting the 
possibility or identifying the patient’s suffering or going 
to suffer from heart problems. they try to give the doctor 
with the better option with the history similar data result. 
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Using these data, the doctor can have a transparency with 
the patient and the patient won’t feel cheated at the end. 

7. PROPOSED SOLUTION 

    The development of artificial intelligence and machine 

learning capabilities, there is shining potential to spare time and 

mitigate errors saving millions of lives in the long run. Machine 

Learning (ML) and Convolutional Neural Networks (CNNs) can 

automate most of the diagnosis process with equal or more 

accuracy than the current methods. We can make this system cost 

effective, easy to access and handy so that all class of people can 

use this system and we can reduce the level of this diseases. It 

can serve as a helping tool for getting confident about the 

detection of heart disease even without having any symptoms of 

heart disease. 

8. CONCLUSION 

The Heart Disease Detection System using Machine learning 

Algorithm, which is MLP provides its users with a prediction 

result that gives the state of a user leading to Coronary Artery 

Disease. Due to the recent advancements in technology, the 

machine learning algorithms are evolved a lot and hence we are 

going to use Multi Layered Perceptron, K nearest neighbor, 

Naïve Bayes, Support Vector Mechanism in the proposed 

system because of its efficiency and accuracy. Also, the 

algorithm gives the nearby reliable output based on the input 

provided by the users. If the number of people using the system 

increases, then the awareness about their current heart status will 

be known to the application and the rate of people dying due to 

heart diseases will reduce eventually. Due to the consequences 

of inadequate detection and the necessity of excellent detection 

accuracy, the detection of Heart disease has been deemed 

challenging. The implications of artificial intelligent methods 

and the efficient utilization of soft computing skills would 

negate the issues related to detection inaccuracy. Numerous 

techniques highlighting the classification and detection of heart 

disease were discussed in this study. 
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