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Abstract -  

Software Defined Networking (SDN) came into picture from 

the last couple of years, decouples the network control and 

forwarding functions. It enabled the network control to 

become directly programmable and the underlying 

infrastructure to be abstracted for applications and network 

services. The controller is now responsible for making the 

decisions which is a major advantage for the Software 

Defined Networks (SDN). Here, we will make a general 

survey on Software Defined Networks (SDN) considering the 

following parameters such as scalability, reliability, fault 

tolerance, high availability and security. The survey aims to 

rate most of the solutions that came up so far and the end of 

the survey a proposed solution for the load balancing of 

Software Defined Networking (SDN) factor in cellular 

network has been driven out.  
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1. INTRODUCTION 

 
Since networks have been increasing a lot in size and in 
requirements, moving around hardware switches has 
become a burden. Even manually setting up each 
individual switch has become an error prone ad hectic 
task which needs a lot of man power and such manual 
configuration for large scale companies with a strong 
virtualized network is a difficult task. This is where the 
need of Software Defined Networking came into being 

in the early 1990s. 

 

 “SDN” is a like “cloud computing”: It is a trendy topic 
in computing, and is often considered as a solution to the 
traditional network infrastructure system. But beside 
marketing, it also corresponds to a new type of network 
architecture. “Software defined” means that the whole 
network is programmable and it doesn’t only uses 
virtual switches. 

Software-Defined Networking (SDN) is an emerging 
architecture that decouples the network control and 
forwarding functions enabling the network control to 
become directly programmable and the underlying 

infrastructure to be abstracted for applications and 
network services. SDN is cost effective, centralized 
administration and is highly manageable. 

1.1. Purpose: 

To make a general survey on Software Defined 

Networks (SDN) solutions implementations and 

management’s frameworks that has been proposed so far 

by considering the following five parameters such as 

scalability, reliability, fault tolerance, high availability 

and security in hand. 

1.2. Technologies Used: 

a) Mininet 

b) Python 

c) AWS 

d) Network Operating System (Controller): 

2. SDN Architecture and protocol 

Software-Defined Networking (SDN) is an emerging 

architecture that decouples the network control and 

forwarding functions enabling the network control to 

become directly programmable and the underlying 

infrastructure to be abstracted for applications and 

network services. SDN is cost effective, centralized 

administration and is highly manageable. The OpenFlow 

protocol is the main building block of the SDN. The 

core components that contribute to the SDN architecture 

are as follows: 

a) Forwarding Devices (FD): These are hardware- or 

software-based data plane devices that perform a set of 

operations. The forwarding devices have well-defined 

instruction sets (flow rules) used to take actions on the 

incoming packets (e.g., forward to specific ports, drop, 

forward to the controller, rewrite some header). 

b) b) Data Plane (DP): The data plane (or forwarding 

plane) consists of the basic forwarding elements like the 

switches or routers and is the high-speed path in SDN. 

Packets that pass through the device use the data plane, 

as opposed to packets directed to the device. Therefore, 

the data plane is also called the forwarding plane. 

 

c) c) Southbound Interface (SI): It defines the 

communication protocol between forwarding devices 

and control plane elements. This Southbound Interface 

protocol formalizes the way the control and data plane 

elements interact. 
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d)Control Plane (CP): The forwarding devices such as 

switches and routers are programmed by control plane 

elements through well-defined SI embodiments. The 

control plane is referred to as the” network brain” in the 

SDN architecture and all the control logic lies in the 

applications and controllers that contribute to form the 

control plane.. 
 

e)Northbound Interface (NI): The Northbound Interfaces 

offers API to application developers. This API represent 

a common interface for developing applications. 

Typically, a northbound interface abstracts the low-level 

instruction sets used by southbound inter-faces to 

program forwarding devices.. 

 

f)Management Plane (MP): The management plane is 

the set of applications that leverage the functions offered 

by the NI to implement network control and operation 

logic. This includes applications such as routing, fire-

walls, load balancers, monitoring. A management 

application defines the policies, which are ultimately 

translated to southbound-specific instructions that 

program the behavior of the forwarding devices. 

  

 
 

 

 

 

 

 

  

Fig -1: SDN Architecture 

 

2.1: SDN Architecture Benefits: 

By using SDN one can have several benefits such as: 

 Intelligent routing decisions. 

 Simplification of information collection, 

analysis and decision making. 

 Visibility of network resources-network 

management is simplified based on user, device 

and application specific requirements. 
 

 Intelligent traffic pattern analysis and 

coordinated decisions. 

 

 2.2. SDN Overview 

The term SDN was originated at Stanford University, 

Stanford, CA, USA. SDN refers to a network 

architecture where the forwarding state in the data plane 

is managed by a remotely controlled plane de-coupled 

also known as the controller. 

A SDN architecture can be described as a composition 

of different layers and each layer has its own specific 

functions while some of them are always present in an 

SDN deployment, such as the southbound API, NOSs, 

northbound API, and network applications, others may 

be present only in particular deployments, such as 

hypervisor- or language-based virtualization. 

 

 

 

 

 

  

 

 

 

Fig -2: Software-Defined Networks in (a) planes, (b) 

layers, and (c) system design architecture. 

Fig. 2 (a) presents a trifold perspective of SDNs. The 

SDN layers are represented in Fig. 3.1(b), as explained 

above. Fig. 3.1(a) and 3.1(c) depicts a plane-oriented 

view and a system design perspective, respectively. 

 

Layer I: Infrastructure 

SDN infrastructure is to a traditional network and is 

composed of a set of networking equipment (switches, 

routers, and middle box appliances and the difference is 

that the whole network is programmable and is 

decoupled. The control unit is removed from the data 

plane and the whole network is controlled by a device 

logically centralized control system. 

 

Layer II: Southbound Interfaces 

The connecting bridges between control and forwarding 

elements are known as the Southbound APIs. These 

APIs are tightly tied to the forwarding elements of the 

underlying physical or virtual infrastructure. For 
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commercialization typically, a new switch can take two 

years to be ready if built from scratch and with upgrade 

cycles that can take up to nine months. And also for a 

new product the software development can take from six 

months. To one year and the initial investment is 

considered to be high and risky. The southbound APIs 

represent one of the major barriers for the introduction 

and acceptance of any new networking technology. 

Layer III: Network Hypervisors 

In modern computers virtualization is already a 

consolidated technology. Virtualization has been the 

made computing platforms mainstream due to the fast 

developments of the past decade .The number of virtual 

servers has already exceeded the number of physical 

servers based on recent reports.The main function of a 

hypervisor is that it enables distinct virtual machines to 

share the same hardware resources. Each user can have 

its own virtual resources in a cloud infrastructure-as-a-

service (IaaS), from computing to storage. This enabled 

new revenue and business models where users allocate 

re-sources on demand, from a shared physical 

infrastructure, at a relatively low cost. 

Layer IV: Network Operating Systems/Controllers 

For accessing lower level devices, manage the 

concurrent access to the under-lying resources (e.g., 

hard drive, network adapter, CPU, memory) the 

traditional operating systems provide abstractions (e.g., 

high-level programming APIs) and provide security 

protection mechanisms. These functionalities help in 

increased productivity, making the life of system and 

application developers very easier. This has significantly 

led to the evolution of various ecosystems (e.g., 

programming languages) and also for the development 

of a myriad of applications. 

Layer V: Northbound Interfaces 

The two key abstractions of the SDN ecosystem are the 

northbound and southbound interfaces. The southbound 

interface has already a widely accepted proposal 

(OpenFlow), but a common northbound interface is still 

an open issue. In these ecosystems, the implementation 

is commonly the forefront driver, while standards 

emerge later and are essentially driven by wide 

adoption.  

Layer VI: Language-Based Virtualization 

The capability of expressing modularity and of allowing 

different levels of abstractions while still guaranteeing 

de-sired properties such as protection are the two 

essential characteristics of virtualization solutions. The 

virtualization techniques may allow different views of a 

single physical infrastructure. A virtual ‘‘big switch’’ 
could represent a combination of several underlying 

forwarding devices can be taken as an example. 

VII: Programming Languages 

For decades programming languages have been 

proliferating. From low-level hardware-specific machine 

languages, such as assembly for x86 architectures, to 

high-level and powerful programming languages such as 

Java and Python both academia and industry has been 

evolved.  

3. LITERATURE REVIEW: 

In [1] existing cellular networks suffer from vendor 

specific configuration of switches or routers, lacks 

centralized administration and manual configuration. In 

this paper the author argues that SDN can solve the 

issues that are faced on the existing cellular network 

architecture however proposing several extensions to the 

controller platforms, base stations and switches so that it 

can help in a) Apply real-time fine-grained control 

through local agents on the switches. b) Perform deep 

packet inspection.  c) Remotely manage shares of base 

station. 

Conclusion: The author sketches out the changes in the 

existing architecture however the proposed architecture 

for the SDN cellular network architecture has been left 

out for future work. 

In [2] paper the author highlights a deep survey of the 

SDN-Iot solutions over the time period 2010-2016 by 

focusing on different parameters such as scalability, 

security, limitations and benefits. 

Conclusion: Several solutions and papers of SDN-IoT 

have come up so far after 2016 which has not been 

defined. 

In [3]  the author divided the whole cellular network into 

clusters and the whole clusters are controlled by separate 

controller. The CCC (controller controller 

communication) is the main component of the proposed 

architecture which is responsible for maintaining the 

status of the controllers. Whenever a cluster is heavily 

loaded it send the packet to the OFSW which is common 

between the two clusters. The OFSW with the help of 

CCC ensures that the traffic is forwarded to another less 

crowded cluster so that the controller overwhelming is 

minimized. 
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Fig-3: A novel SDN-Architecture 

 

In [4] the author describes that sensor networks are 

typically purpose-built, designed to support a single 

running application. However, there might be a 

scenario where we want the same architecture to be 

shared among different sensing applications WSN 

integration in SDN is seen with a three-layer 

architecture. It consists of master node/controller 

node, central node (OpenFlow enabled switch) and a 

normal node. The master node defines a routing 

policy for the normal node. The author et.al uses flow 

Visor as virtualization engine to make independent 

user slice in between controller and switch. Data 

forwarding is done by OpenFlow switch. The 

configuration and management are done by 

OpenFlow protocol, which also identifies the existing 

routing protocol, and work in congruence. The 

placement of central node is important. In this 

proposal, the distance is calculated based on cosine 

similarity formula. The central node locates in the 

physical center of the cluster architecture, helps in 

maintaining network topology and help increasing 

network convergence. They name their architecture as 

SDWSN. Neighboring node status is taken into 

account for the assigning role. Even though the author 

has verified their architecture through comparing its 

result with existing WSN protocol and find 

improvement in the result; the conceptual details are 

not very clear. 

A number of sensing applications were deployed 
including applications for monitoring office, 
occupancy and room environmental conditions 
however the performance seemed to be low, overall 
cost is reduced. 

In [5] the author describes that traditional IP networks 
are very hard to configure and manage and are difficult 
to configure the network according to predefined 
policies, and to reconfigure it to respond to faults, load, 
and changes. It makes it more difficult as in the current 
network the control plane and the data plane are coupled 
together. Software-defined networking (SDN) the whole 
network is rebuilt and the switches and routers 
controlling and forwarding unit is separated to make the 
network directly programmable. This paper performs a 
deep survey on SDN, how it is different from the 
traditional network architecture and the benefits of SDN, 
challenges of SDN and the future aspects of SDN. 

A SURVEY ON SOFTWARE DEFINED 

NETWORKING: 

In this section survey of few of the papers have been 

done based on scalability and the main purpose of it. 

 

 

Fig -3.1 Survey on SDN-I 
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Fig -3.2:  A survey on SDN II 

 

4. PROPOSED ARCHITECTURE: 

In this architecture the whole cellular network into 
clusters and the whole clusters are controlled by separate 

controller. The CCC (controller controller 

communication) is the main component of the proposed 
architecture which is responsible for maintaining the 

status of the controllers. So, whenever a cluster is 
heavily loaded instead of sending a packet to the CCC to 

ask about the status of the controller to the cluster in 
which it resides to as in paper “A Novel Architecture for 

SDN based cellular network”. Here, both the CCC can 
communicate with each other regarding their status and 

hence the extra time is reduced and the CCC is used 

efficiently. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig -4: Proposed Architecture 

5. RESULTS AND DISCUSSION  

Software-Defined Networking (SDN) is an architecture 

that decouples the network controlling and forwarding 

functions enabling the network control. SDN is cost 

effective than the traditional network architecture. The 

proposed architecture is implemented on Mininet by 

creating AWS instances. Ryu has been installed in both 

the clusters and whenever a cluster is overloaded the 

traffic is directed to the cluster with the controller that 

has less traffic.  In this paper, a survey on few of the 

papers has been done based on scalability reliability, 

performance and the proposed architecture for the load 

balancing scenario in SDN architecture has been 

implemented. However, the communication between the 

CCC in the proposed architecture and the time taken by 

them to share the status has been left for future work. 

6. CONCLUSIONS 

 

Since networks have been increasing a lot in size and in 

requirements, moving around hardware switches has 

become a burden. Even manually setting up each 

individual switch has become an error prone ad hectic 

task which needs a lot of man power and such manual 

configuration for large scale companies with a strong 

virtualized network is a difficult task. Software-Defined 

Networking (SDN) is an emerging architecture that 

decouples the network control and forwarding functions 

enabling the network control to become directly 

programmable and the underlying infrastructure to be 

abstracted for applications and network services. SDN is 

cost effective then the traditional network architecture. 

In this paper, a survey on few of the papers has been 

done based on scalability reliability, performance and 

the proposed architecture for the load balancing scenario 

in SDN architecture has been implemented. 
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