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Abstract: 

Spam messages are one of the most serious issues on the Internet today, causing financial harm to 

businesses and annoyance to individual users. Spam filtering can help with the problem in a number of 

ways. The classifier-related challenges have been the focus of several spam filtering studies. Machine 

learning for spam classification is now a significant research topic. The application of various machine 

learning techniques for categorizing spam messages from e-mail is investigated and identified in this 

research. Finally, with spam categorization, a comparative study of the algorithms has been presented. 
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Introduction: 

Spam, or unwanted commercial or bulk e-mail, 

has recently become a major issue on the internet. 

Spam is a waste of time, storage space, and data 

transfer capacity. Spam e-mail has been on the 

rise for several years. According to recent data, 

spam accounts for 40% of all emails, or 15.4 

billion each day, costing internet users $355 

million every year. Automatic e-mail filtering 

appears to be the most successful approach for 

combating spam at the present, and spammers 

and spam-filtering technologies are competing 

fiercely. E-mail filtering uses two general 

approaches: knowledge engineering and machine 

learning. A set of rules must be provided in the 

knowledge engineering technique to classify 

emails as spam or ham. A collection of such rules 

should be created by either the filter's user or by 

another authority (for example, the software 

business that provides a specific rule-based spam-

filtering tool). This strategy yields no promising 

results because the rules must be changed and 

maintained on a regular basis, which is a waste of 

time and inconvenient for most users. Machine 

learning is more efficient than knowledge 

engineering since it does not necessitate the 

specification of any rules. Instead, a set of 

training samples is used, which consists of a 

collection of pre-classified e-mail messages. The 

categorization rules are then learned using a 

specific algorithm from these e-mail 

communications. Machine learning has been 

extensively researched, and there are numerous 

algorithms that may be employed in e-mail 

filtering. Naive Bayes and artificial Neural 

Network are a few examples. 

Related Work: 

There are some research work that apply machine 

learning methods in e-mail classification, 

Muhammad N. Marsono, M. Watheq El-

Kharashi, Fayez Gebali[2] They demonstrated 

that the naïve Bayes e-mail content classification 
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could be adapted for layer-3 processing, without 

the need for reassembly. Suggestions on 

predetecting e-mail packets on spam control 

middleboxes to support timely spam detection at 

receiving e-mail servers were presented. M. N. 

Marsono, M. W. El-Kharashi, and F. Gebali[1] 

They presented hardware architecture of na¨ıve 
Bayes inference engine for spam control using 

two class e-mail classification. That can classify 

more 117 millions features per second given a 

stream of probabilities as inputs. This work can 

be extended to investigate proactive spam 

handling schemes on receiving e-mail servers and 

spam throttling on network gateways. Y. Tang, S. 

Krasser, Y. He, W. Yang, D. Alperovitch [3] 

proposed a system that used the SVM for 

classification purpose, such system extract email 

sender behavior data based on global sending 

distribution, analyze them and assign a value of 

trust to each IP address sending email message, 

the Experimental results show that the SVM 

classifier is effective, accurate and much faster 

than the Random Forests (RF) Classifier. Yoo, S., 

Yang, Y., Lin, F., and Moon [11] developed 

personalized email prioritization (PEP) method 

that specially focus on analysis of personal social 

networks to capture user groups and to obtain rich 

features that represent the social roles from the 

viewpoint of particular user, as well as they 

developed a supervised classification framework 

for modeling personal priorities over email 

messages, and for predicting importance levels 

for new messages. Guzella, Mota-Santos , J.Q. 

Uch, and W.M. Caminhas[4] proposed an 

immune-inspired model, named innate and 

adaptive artificial immune system (IA-AIS) and 

applied to the problem of identification of 

unsolicited bulk e-mail messages (SPAM). It 

integrates entities analogous to macrophages, B 

and T lymphocytes, modeling both the innate and 

the adaptive immune systems. An implementation 

of the algorithm was capable of identifying more 

than 99% of legitimate or SPAM messages in 

particular parameter configurations. It was 

compared to an optimized version of the naive 

Bayes classifier, which have been attained 

extremely high correct classification rates. It has 

been concluded that IA-AIS has a greater ability 

to identify SPAM messages, although the 

identification of legitimate messages is not as 

high as that of the implemented naive Bayes 

classifier

 

Methodology 

Naïve Bayes Classifier Working Model: 

Hypothesis A opportunities in Visual Event  P(A)  

P(A | B), has a Posterior option. 

 P (B | A) Opportunities: Evidence opportunities 

if the hypothesis of probability is true. 

P(A) is given an earlier opportunity: hypothesis 

chances before proof is seen. 

With Margin: Evidence Opportunity, P (B) is 

possible.     

 

 

The following model may be used to understand 

how the Nave Bayes' Classifier works: 

 

Suppose we have a weather dataset and a target 

variable called "play." Therefore we have to 

determine whether we would play in accordance 

with the conditions of weather to use this data set 

on a certain day. We must take the following 

steps to tackle this problem: 

Turn the data set into frequency tables. Using this 

Model we are going  Classified Spam Emails in 
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Astrology, Bank, Education, Entertainment, Others, Shopping, Sports in Various Categories. 

 

Spam Email Data Set: 

 

 

Steps of Algorithm: 

 

Step-1 Data Pre-processing step 

Step-2 Fitting Naive Bayes to the Training set 

Step-3 Predicting the test result 

Step-4 Test accuracy of the result (Creation of 

Confusion matrix) 

Step-5 Visualizing the test set result. 

Data Pre-Processing Step: 

import  pickle 

import pandas as pd 

from sklearn.feature_extraction.text import CountVectorizer 

 

df=pd.read_csv("emailsclassi.csv") 

x = df["Subject"] 

y = df["feature"] 

 

# x_train,y_train = x[0:560],y[0:560] 

# x_test,y_test = x[560:],y[560:] 

 

from sklearn.model_selection import train_test_split   

x_train, x_test, y_train, y_test= train_test_split(x, y, test_size= 

0.25, random_state=0)   

 

##Step3: Extract Features 

cv = CountVectorizer()   

features = cv.fit_transform(x_train) 

Fitting Naive Bayes classifier to the Training 

data: 

In training data we are now going to equal the 

Naive Bayes divider. In this regard, we are 

introducing the sklearn.naive bayes library's 

MultinomialNB section. We will create a class 

divider object after introducing the class. 

Then, in the training data, we measure the 

separator. Underneath your code: 

#Fitting Naive Bayes classifier to the training set   

from sklearn.naive_bayes import MultinomialNB 

nb = MultinomialNB() 

nb.fit(features,y_train) 

 

Output: if you execute the above code, the 

output is as follows  

Predicting Test Results: We will create a y pred 

vector as in the logistic regression in order to 

predict the test of set results. Underneath your 

code: 

import sys 

from time import time 

from sklearn.metrics import accuracy_score 

# print ("Training time:", round(time()-t0, 3), "s") 

t1=time() 

y_pred=nb.predict(features) 

print ("Prediction time:", round(time()-t1, 3), "s") 

print ("Accuracy Score",accuracy_score(y_train,y_pred)) 

OUTPUT: 

 

Creating the Confusion Matrix: 
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In order to see the precision of the split, we will 

build a confusion matrix for our Naive Bayes 

model now. Underneath your code: 

from sklearn.metrics import multilabel_confusion_matrix 

cm = multilabel_confusion_matrix(y_train, y_pred) 

print(cm) 

 

We can therefore say that the performance in the 

model is improved by means of the K-NN 

algorithm in the above chart, 532 + 17 = 549 

correct predictions, and 8 + 3 = 11 incorrect 

forecasts. 

Visualizing the Training set result: 

The training results for the model from Naive 

Bayes will now be visualised. With the exception 

of the graph name, the code is always the same as 

the KNN and SVM code. Underneath your code:

   

from sklearn.preprocessing import LabelEncoder 

lb=LabelEncoder() 

cl=lb.fit_transform(y_train) 

 

plt.scatter(x_train, classifier.predict(cv.transform(x_train)), 

c=cl, cmap='winter') 

plt.show() 

plt.close() 

 

OUTPUT : 

 

                    Figure 1. NB Visualizing Spam Email Data 

        

              
 Figure 2. NB Confusion Matrix  
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       Figure 3. Classified Spam Email for Naïve Bayes 

Conclusion: 

 

The results of the data test show that the fundamental goal is achieved and the classification results are 

achieved. This section uses the NB machine learning classification. Hence in this Implementation Model 

Achieved 91% Accuracy for Classified Data Set. The Algorithm for the NB division is yours, as the 

distance scale must be set. Since distance understanding is not profound, the effect of separation is entirely 

dependent on the used distance. For this reason, experts need to assess whether the result is working with a 

set of data, two separate algorithms that produce two completely different outcomes. Since it is often 

dynamic to recognize results, the application of different grades is reduced. 
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