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Abstract -COVID-19 has infected millions of people 

worldwide and was declared as a pandemic by the World 

Health Organization (WHO) on 11th March 2020 

considering the extent of its spread throughout the world 

[59]. Other diseases like viral pneumonia, Lung Opacity 

(Non-COVID lung infection)  affect the lungs leading to 

severe coughing, fever, and chest pains with similar 

symptoms of  COVID-19. India, being the second-most 

populous country (136.64 crores) any rapid and low-cost 

diagnostic tool with high accuracy will be very much 

required and helpful for both people and healthcare 

professionals. With this respect Lung disease detected 

model could be excellent alternatives, cost-effective one 

because the only input required to be provided to the model 

is X-ray images. A team of radiologists from New Orleans 

found that for diagnosing COVID-19 Chest X-rays were 

faster than reverse-transcription polymerase chain reaction 

(RT-PCR), especially in areas with limited testing facilities 

[1].  The radiographs of different viral cases are 

comparative, and they overlap with other infectious and 

inflammatory lung diseases, making it hard for radiologists 

to recognize COVID‐19 from other viral cases [2]. Thus this 

paper presents Lung diseases detected models using deep 

learning algorithms for automatic detection of diseases like 

Lung Opacity (Non-COVID lung infection), COVID-19, 

and Viral Pneumonia from digital chest X-ray images. The 

project uses the COVID-19 Radiography Database [3] as its 

dataset. It consists of 21165 Chest X-Ray images belong to 

4 different categories such as COVID-19, Lung 

Opacity, Normal and Viral Pneumonia. 

Three top-scoring CNN architectures, VGG-16 [4], ResNet-

18 [5], and DenseNet-12 [6], trained on the Image Net 

Dataset [7], was chosen for fine-tuning on the dataset. 

The results obtained from the different architectures were 

then evaluated and compared. 

Finally, with the help of Gradient weighted Class Activation 

Maps (Grad-CAM) [8] the affected areas in CXRs were 

localized. 

 
Key Words:COVID-19, Lung Opacity, Normal and Viral 

Pneumonia, VGG-16, ResNet-18, DenseNet-121, Deep 

learning, Grad-CAM 

1   INTRODUCTION 

Coronavirus disease (COVID-19) is a pandemic disease, 

which has already caused thousands of casualties and 

infected several million people worldwide. Any innovative 

tool which can do quick screening of the COVID-19 disease 

with high accuracy can be useful to the medical services 

experts. The main clinical tool currently in use for the 

diagnosis of COVID-19 is the Reverse transcription- 

polymerase chain reaction (RT-PCR), which is expensive, 

less sensitive, uses respiratory specimens for testing [9] and 

requires specialized medical personnel. RT-PCR, being 

manual, complicated, laborious, and time-consuming, is 

used for the detection of COVID-19 patients with a 

positivity rate of only 63% [9].  Moreover, there is a 

significant shortage of its supply, which leads to delay in the 

disease prevention efforts [10]. These delays can lead to 

infected patients interacting with  healthy patients and 
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infecting them in the process. This is not only an issue for 

the low-income countries  but also certain developed 

countries are struggling to tackle this [11]. The other 

diagnosis methods of the COVID-19 include positive 

pathogenic testing, clinical symptoms analysis, 

understanding epidemiological history, and positive 

radiographic images  like computed tomography (CT)/Chest 

radiograph (CXR).  

The clinical characteristics of severe COVID-19 infection is 

that of bronchopneumonia causing fever, cough, dyspnea, 

and respiratory failure with acute respiratory distress 

syndrome (ARDS) [12],[13],[14],[15]. The majority of 

COVID-19 cases have similar features on radiographic 

images including bilateral, multi-focal, ground-glass 

opacities with a peripheral or posterior distribution, mainly 

in the lower lobes [15],[16],[17],[18],[19],[20],[21]. The 

images of various viral cases of pneumonia, infectious and 

inflammatory lung diseases overlap with others as they are 

similar. Therefore, it is difficult for radiologists to 

distinguish COVID-19 from other lung diseases. 

Currently many biomedical health problems and 

complications (e.g. brain tumor detection, breast cancer 

detection, etc.) are using Artificial Intelligence (AI) based 

solutions [22],[23],[24],[25],[26],[27]. Specifically, 

Convolutional Neural Network (CNN) has been proven 

extremely beneficial in feature extraction and learning and 

therefore, widely adopted by the research community [28]. 

CNN was used to enhance image quality in low-light images 

from a high-speed video endoscopy [29] and was also 

applied to identify the nature of pulmonary nodules via CT 

images, the diagnosis of pediatric pneumonia via chest X-

ray images, automated labeling of polyps during 

colonoscopy videos, cystoscopic image analysis from videos 

[30],[31],[32],[33]. Vikash et al [34] used the concept of 

transfer learning in a deep learning framework for the 

detection of pneumonia with help of pre-trained Image Net 

models [35] and their ensembles. A VGG-16 model was 

used by Xianghong et al. [36] for lung region identification 

and different types of pneumonia classification. For 

classification and localization of common thoracic diseases, 

Wang et al [37] used a large hospital-scale dataset and 

Ronneburger et al [38] used image augmentation on a small 

set of images to train deep CNN for image segmentation 

problems to achieve better performance. Pre-trained 

DenseNet-121 and feature extraction techniques were used 

for classification of 14 thoracic diseases using chest 

radiography [40]. 

 

Recently, several groups have reported deep machine 

learning techniques using X-ray images for detecting 

COVID-19 pneumonia 

[42],[43],[44],[45],[46],[47],[48],[49],[50],[51],[52],[53],[54

],[55],[56],[57],[58]. However, most of them used a small 

dataset containing only a few COVID-19 samples. So, it was 

quite difficult for them to make a generalized model. They 

cannot guarantee that their performance will remain the 

same when these models will be tested on a larger dataset. 

Ioannis et al. [41]  used transfer learning technique for a 

dataset of 1427 X-ray images having 224 COVID-19, 700 

Bacterial Pneumonia and 504 Normal X-ray images. The 

specificity, sensitivity, and accuracy were 96.46%, 98.66%, 

and 96.78% respectively. They compared different pre-

trained models. But they tested on a small dataset. However, 

Ashfar et al. [45], proposed a Capsule Networks, called 

COVID-CAPS to deal with a smaller dataset. COVID-

CAPS were reported to achieve an accuracy of 95.7%, 

sensitivity of 90%, and specificity of 95.8%. Abbas et al. 

[46] have worked on a very small database of 105 COVID-

19, 80 Normal, and 11 SARS X-ray images to detect 

COVID-19 X-ray images using modified pre-trained CNN 

models to project the high-dimensional feature space into a 

lower one. This helped to achieve accuracy, sensitivity and 

specificity of 95.12%, 97.91% and 91.87% respectively. 

Wang and Wong [42] introduced a deep CNN, called 

COVID-Net for the detection of COVID-19 cases from 

around 14k chest X-ray images; however, the achieved 

accuracy was 83.5%. Ucar et al. [49] used a fine-tuned 

SqueezeNet pre-trained network with Bayesian optimization 

to classify COVID-19 images, which showed promising 

results on a small dataset. Khan et al. [53] used transfer 

learning technique for classification purposes on a dataset 

having 327 viral pneumonia, 330 bacterial pneumonia, 310 

normal and 284 COVID-19 pneumonia images. Since 

http://www.ijsrem.com/
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different machine learning algorithms were not used in this 

study, the experimental protocol was not clear in this work. 

 

In summary, several recent works were reported on a small 

dataset with promising results however these needed to be 

verified on a large dataset. Some groups have modified or 

fine-tuned the pre-trained networks to achieve better 

performance while some groups use capsule networks.  

This paper represents techniques for automatic detection and 

classification of COVID-19, pneumonia and other lung 

diseases from digital chest X-ray images. The database 

contains a mixture of 3616 COVID-19, 6012 lung opacity, 

1345 viral pneumonia, and 10192 normal chests X-ray 

images. The high accuracy improves the speed and accuracy 

of COVID-19 diagnosis of diagnostic tools. 

 

2METHODOLOGY 

 

2.1   DATABASE DESCRIPTION 

 

A researchers team from Qatar,Qatar University, Doha, and 

Dhaka University, Bangladesh along with their collaborators 

from Pakistan and Malaysia have created a chest X-ray 

images database for COVID-19 positive cases along with 

Normal, Lung Opacity (Non-COVID lung infection) and 

Viral Pneumonia images.  This  project uses the COVID-19 

Radiography Database [3] . It has a total of 21165 Chest X-

Rays (CXRs) belonging to 4 different classes such as 

COVID-19, Lung Opacity, Normal and Viral Pneumonia. 

 

2.2CNN MODEL SELECTION 

 

Three different pre-trained CNN models were trained, 

validated and tested in this study. The experimental 

evaluation of VGG-16[4], DenseNet-121[6] and ResNet18 

[5] was performed using PyTorch library with Python 

running on anIntel Ⓒ i7-core computer having 3.6GHz 

processor and 16GB RAM, and also with an 8-GB NVIDIA 

GeForce GTX 1080 graphics processing unit (GPU) card on 

64-bit Windows 10 operating system. 

 

 

 

 

 

2.3SPLITTING OF DATASET 

 

 

 

Type Covid-

19 

Lung 

Opacity 

Normal Viral 

Pneumonia 

Total 

Train 3496 5892 10072 1225 20685 

Val 60 60 60 60 240 

Test 60 60 60 60 240 

 

 

 

http://www.ijsrem.com/
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2.4INVESTIGATION OF THE DEEP LAYER 

FEATURES 

The deep layers feature of the image were investigated by 

comparing the activated areas of the convolutional layers 

with the matching regions in the original images. The 

activation map can take a different range of values and be 

therefore normalized between 0 and 1. It was observed that 

the negative activation on dark left/light right edges whereas 

the strongest channel activates on edges with positive 

activation on light left/dark right edges. 

In the first layer Convolutional neural networks learn to 

detect features like color and edges. In deeper convolutional 

layers, the network learns to detect complicated features. By 

combining features of earlier layers, Convolutional neural 

networks build up their features. It might be difficult to 

distinguish COVID-19 and viral pneumonia from the 

original images as reported by different research groups. 

However, the deep layer features explain better the reason 

for a deep learning network’s failure or success in a 

particular decision. It provides a visual explanation of the 

prediction of CNN and it highlights the regions of the 

images which are contributing more in classification. This 

technique will be used in the result to illustrate how this 

activation mapping distinguishes feature of COVID-19 X-

ray images from the other three classes of images i.e. 

pneumonia, lung opacity and normal X-ray images.The 

comparative performance for different CNNs for four-class 

classification is shown in the Result section. 

 

 

 

 

2.5 FLOW CHART OF THE METHOD 

 

 

 

 

In this study, pre-trained convolutional neural networks 

have been trained by the dataset of X-Ray images of 

COVID-19 positive cases along with Normal, Lung Opacity 

(Non-COVID lung infection) and Viral Pneumonia images.  

The dataset consists of around 21165 images. Different 

architectures like,VGG-16, DenseNet-121 and ResNet-18 

have been used for experimentation. Reason behind using 

different models is to compare architectures and to identify 

which one is best for the application. Fine-tuning of hyper-

parameters like the number of epochs and the learning rate  

has  also  been  done  to  optimize  the  model complexity 

and generalize the model. 

 

2.6DEEP LEARNING MODELS 

2.6.1 VGG-16 

This architecture was found in 2014. The simplicity of this 

network is the key factor to distinguish it from others. The 

3*3 convolutional layers are bundled on top of each other 

thus increasing the depth of the network. Deduction in 

volume size is managed by MaxPooling.  It also consists of 

2 fully connected layers having 4096 nodes each and is 

followed by a ‘Softmax’ classifier. This architecture is 

further classified into 2 types VGG-16  and  VGG-19,  “16”  

and  “19”  represent  the number of weight layers in the 

network. Earlier, both of these networks were  considered  

http://www.ijsrem.com/
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very  deep  due  to  which  task  of training  was  quite  

challenging.  To resolve  this  issue,  the creators  of  the  

architecture  trained  smaller  versions  of  VGG with  less  

weight  layers.  This resulted in the convergence of the 

smaller networks and was used as ‘Initializers’ for the 

larger, deeper networks.  This process came to be known  as  

pre-training. Even though the process of pre-training is 

important, it still is a  time-consuming  and  monotonous  

task  since  it requires an entire network to be trained 

beforehand before it can be used as an initializer for the 

larger network. VGG network has multiple advantages, it 

can be very good for benchmarking on a  particular  task. 

Unfortunately, there are  some  disadvantages  associated  

with the  architecture;  it’straining  requires  lots  of  time  

and  theweights  of  network  architecture  are  quite  large  

(in  terms  of bandwidth).  Due  to  its  depth  and  number  

of  fully-connected nodes,  VGG  is  over  533MB  for  

VGG-16 .  This  makes  deploying  VGG  a  tiresome  task. 

Regardless  of  the  disadvantages,  VGG  architecture  is  

widely used  and  is  considered  useful  in  solving  image  

classification problems. 

 

 

 

2.6.2 ResNet-18 

Deep residual network or ResNet model was developed by 

He et al. in 2016. This model was formed to defeat problems 

and difficulties in deep learning training because deep 

learning training, in general, takes quite a lot of time and is 

limited to a certain number of layers. The method 

introduced by ResNet is to apply a skip connection or 

shortcut. The advantage of the ResNets model compared to 

other models is that the performance of this model does not 

decrease even though the architecture is getting deeper. 

Here, the computation calculations are made lighter, and the 

ability to train networks is better. The ResNet model is 

implemented by skipping connections on two to three layers 

as shown in the figure having ReLU and batch 

normalization among the architectures. He et al. showed that 

the ResNet model performs better in image classification 

than other models, indicating that the image features were 

extracted well by ResNet . 

If the input data dimensions are identical to the output data 

dimensions, a residual block on ResNet can be 

accomplished. In addition, the ResNet-18 ResNet block 

consists of two layers. The two initial layers of the ResNet 

architecture resemble GoogleNet by doing convolution 7 × 7 

and max-pooling having size 3 × 3 having stride number 

227. 

 

 

 

 

 

2.6.3 DenseNet-121 

Released in 2017, DenseNet aims to  solve problems 

associated with increase in depth of a convolutional neural 

network. As the number of layers go on increasing in a 

network, during  back  propagation,  the  gradient  becomes 

negligible,  the  weights  almost  stop  updating  and  hence  

the network doesn’t learn any further. In DenseNets, the 

input of the next layer is the concatenation of all  the  

previous  layer  inputs.  The  key  observation  in  the 

inception of DenseNets has been that creating short paths 

from initial  layers  to  later  layers  helps  in  training  deep  

networks. Instead  of  drawing  representations  from  deep  

http://www.ijsrem.com/
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networks, DenseNets  make  use  of  ‘feature  reuse’,  which  

results  in elimination  of  the  need  to  learn  redundant  

feature  maps.  In DenseNetsthe  number  of  connections  is  

given  by  the equation: 

Logically, in DenseNets,  as  we  would  go  deeper  into  

the network, there would be a problem of feature map 

explosion. To  counter  this  problem,  the  concept  of  

“dense  blocks”  was introduced. These blocks contain a 

predefined number of layers within them. Among these 

layers, the feature maps are shared. The  output  of  a  dense  

block  is  given  to  what  is  known  as  a ‘transitional 

layer’, which uses the same concept of bottlenecks, as is 

used by ResNets, by making 1*1 convolutions followed by 

MaxPooling to reduce the size of the feature maps 

 

DenseNets propose primarily 2 advantages: 

●Parameter Efficiency: Every layer adds only a 

limited number  of  parameters,  for  example  

in  one  of  the architectures, only 12 kernels 

were learnt per layer 

●Implicit Deep Supervision: Improved flow of 

gradient through  the  network,  i.e.  feature  

maps  in  all  layers have direct access to the 

loss function and its gradient. 

 

In this network, each layer in a dense block outputs ‘k’ 

feature maps, where ‘k’ is the growth rate. A Bottleneck 

layer consists of 1*1 convolutions followed  by  3*3  

convolutions;  1*1 convolutions  output  4k  feature  maps.  

At the output  layer,  a ‘Softmax’ activation function is used 

for classification. 

 

 Counter-intuitively, even though features are being 

concatenated in the network with a high number of layers, 

the model works well as no new filters are involved and 

the number of filters is predefined by fixing  the  growth  

rate.  Additionally, despite having a huge number of 

layers in the network, the number of trainable parameters 

is  only  of  the  order  of hundreds  of thousands,  and 

was about 0.8  million  in one  of  the  architectures, 

which is approximately 3-4 times less than other 

networks. This smaller number of trainable parameters 

has resulted in the prevention of the network being over-

fitted. 

2.7 GRAD-CAM-APPROACH 

Considering previous works, it can be asserted that CNN 

captures higher-level visual constructs [60], [61].Moreover, 

in convolutional features spatial information is naturally 

retained which is lost in fully connected layers. In the last 

layers neurons look for semantic class-specific information 

in the image. To understand the importance of each neuron 

Grad-CAM uses the gradient information flowing into the 

last convolutional layer of the CNN. Although our technique 

is generic enough to visualize any activation in a deep 

network. To obtain the class discriminative localization map 

we need to first compute the gradient of the score for class 

(before the softmax), with respect to feature maps of a 

convolutional layer. These gradients flowing back are 

global-average-pooled to obtain the neuron importance.This 

weight  represents a partial linearization of the deep network 

downstream , and captures the importance of a feature map  

for a target class . We perform a weighted combination of 

forward activation maps, and follow it by a ReLU. This 

http://www.ijsrem.com/
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results in a coarse heat-map of the same size as the 

convolutional feature map. We are only interested in the 

positive influenced features of class interest. Negative pixels 

are likely to be part of other categories in the image. As 

expected, without this ReLU, there are possibilities that 

localization maps will highlight more than just the desired 

class and may achieve lower localization performance.  

 

2.8EXPERIMENT DETAILS 

 

Hyper-parameters  

Learning rate              0.00003 

Batch Size              32 

Number of Epochs            25 

 

Loss FunctionCategorical Cross-Entropy 

Optimizer Adam 

 

 

Loss Function: Categorical cross entropy is a loss function 

that is used in multi-class classification tasks. It quantifies 

the difference between two probability distributions 

 

Optimizer: Adaptive Moment Estimation (adam) is an 

algorithm used as an optimizer for gradient descent. The 

method is efficient when working with large problems 

involving a lot of data or parameters. It requires less 

memory and is efficient. Intuitively, it is a combination of 

the ‘gradient descent with momentum’ algorithm and the 

‘RMSP(Root Mean Square Propagation)’ algorithm. 

 

   2.9EVALUATION PARAMETER 

 

The efficiency of the model is calculated through various 

parameters like accuracy, specificity, precision, sensitivity 

and F1-score. All these parameters can be calculated with 

the help of a confusion matrix. 

 

Confusion Matrix - A confusion matrix is used to describe 

the classification model (or “classifier”)  performance of a 

test data set for which the true values are known.  True  

Positives  are  denoted  by  ‘TP’  and  True Negatives  are  

denoted  by  ‘TN’.  False  Positives  and  False Negatives 

are denoted by ‘FP’ and ‘FN’ respectively. 

 

Accuracy –It can be defined as the ratio of correctly 

predicted observations to the total observations. The model 

accuracy is calculated by the following formula; 

Accuracy=TP + TN / TP + TN + FP + FN 

Specificity –It can be defined as the ratio of correct negative 

predictions to the total number of negatives. The specificity 

of a model is calculated by the following formula 

Specificity =TN / TN + FP 

Precision –It can be defined as the ratio of correctly 

predicted positive observations to the total predicted positive 

observations. The Precision of a model is calculated by the 

following formula 

Precision = TP / TP + FP 

Sensitivity –It is the ratio of correctly predicted positive 

observations to all observations in actual class. The 

sensitivity of a model is calculated by the following formula 

Sensitivity = TP / TP + FN 

F1-Score  –It  can  be  defined  as  the  weighted  average  

of precision  and  sensitivity.  The  F1-score  is  calculated  

by  the following formula; 

F1-Score = 2* (Sensitivity * Precision) / (Sensitivity + 

Precision) 
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2.10   RESULTS, CONFUSION MATRIX, LOSS 

VS ACCURACY GRAPH AND DISCUSSION 

 

 

VGG-16 model 

VGG-16 

Patho

logy 

Accu

racy 

Precisio

n 
Recall F1-Score 

COV

ID-19 

0.995

6 
0.9833 1.000 0.9916 

Lung 

Opac

ity 

0.958

2 
0.8833 0.9464 0.9138 

Nor

mal 

0.962

2 
0.9667 0.8923 0.928 

Viral 

Pneu

moni

a 

0.991

3 
0.9833 0.9833 0.9833 

TL;D

R 

Total Correct 

Predictions 
Total Accuracy 

Train 

set 
20362 98.44% 

Test 

set 
229 95.42% 

 

 

 

 

 

 

ResNet-18 model 

ResNet-18 

Patholo

gy 

Accura

cy 

Precisi

on 
Recall F1-Score 

COVI

D-19 
0.9871 0.9667 0.983 0.9748 

Lung 

Opacit

y 

0.9664 0.8667 1 0.9286 

Normal 0.9664 1 0.8823 0.9375 

Viral 

Pneum

onia 

0.9957 1 0.9836 0.9917 

TL;DR 
Total Correct 

Predictions 
Total Accuracy 

Train 

set 
20639 99.78% 

Test set 230 95.83% 

http://www.ijsrem.com/
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DenseNet-121 model 

DenseNet-121 

Pathology Accuracy Precision Recall F1-Score 

COVID-

19 
0.9957 0.9833 1 0.9916 

Lung 

Opacity 
0.9623 0.9167 0.9322 0.9244 

Normal 0.9623 0.95 0.9047 0.9268 

Viral 

Pneumoni

a 

0.9957 0.9833 1 0.9916 

TL;DR 
TotalCorrect 

Predictions 
Total Accuracy 

Train set 20540 99.30% 

Test set 230 95.83% 

 

 

 

 

 

 

 

Here we are classifying lung diseases with the help of 

Gradient-based Class Activation Maps as shown below.  

 

 

3  CONCLUSION 

 

● Having only 7.98 Million parametersDenseNet-121 

did relatively better than ResNet-18 and VGG-16 

and, with 11.17 Million and 138 

Million parameters respectively. 

● An increase in the model's parameter count doesn't 

may achieve better results, but an increase in 

residual connections might. 

http://www.ijsrem.com/
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● The imbalance data set problem is being resolved 

by oversampling to a great extent. 

● Fine-tuning helped to deal with the comparatively 

small dataset with respect to the actual data set and 

speed up the training process. 

● GradCAM helps in localizing areas in CXRs which 

decides a model's predictions. 

● The models did a good job distinguishing various 

lung diseases, which is difficult while doing 

manually, as mentioned earlier. 
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