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ABSTRACT   

                        The World Wide Web is a huge 
source of hyperlinked information. Web is growing 
every moment in context of web documents. Search 
engines use web crawlers to collect web documents 
from web for storage and indexing. In the existing 
system, it has been observed that the repository 
resources are limited. So it has become an 
enormous challenge to manage the local repository 
(storage module of search engine) in a way to 
handle the web documents efficiently that leads to 
less access time of web documents and proper 
utilization of available resources.  

This thesis proposes architecture of search engine 
with the clustered repository, organized in a better 
manner to make task easy for user to retrieve the 
web pages in reasonable amount of time. The thesis 
work focuses on cluster balancing issue by 
partitioning the repository into domain specific 
memory blocks called clusters. This technique 
forms the base for the division of repository into 
multiple blocks. The partitioning approach deals 
efficiently with the problem of limited size of 
storage resources and data searching complexity in 
repository. The main component of proposed 
architecture is coordinator module which not only 
indexes the documents but also decide the memory 
cluster for a web document but also uses 
compression technique to compress the size of 
document and increase the storage capacity of 
repository. 

INTRODUCTION     

The Internet [1,15] is an interconnection 
of millions of computers around the 
world. It is a global information system 
that is logically linked together by a 
globally unique address space based on 
the Internet Protocol (or its subsequent  

 
 
 
 
 
extensions). It is the biggest repository of 
online knowledge wherein the end-user 
employs the tool for searching and 
sharing information.  

The Internet has revolutionized the 
computer and communications world like 
nothing before. The invention of the 
telegraph, telephone, radio, and computer 
set the stage for this unprecedented 
integration of capabilities. Within a span 
of few years, it has changed the way we 
do business and communicate. Today, it 
has become a world-wide broadcasting 
capability, a mechanism for information 
dissemination and a medium for 
collaboration and interaction between 
individuals and their computers without 
regard for geographic location. 

 

INTERNET PROTOCOL  

The Internet Protocol (IP) is the principal 
communication protocol [1,7] in the 
Internet protocol suite for relaying 
datagram across network boundaries. Its 
routing function enables internetworking 
and essentially establishes the Internet. IP, 
as the primary protocol in the Internet layer 
of the Internet protocol suite, has the task of 
delivering packets from the source host to 
the destination host solely based on the IP 
addresses in the packet headers. For this 
purpose, IP defines packet structures that 
encapsulate the data to be delivered. It also 
defines addressing methods that are used to 
label the datagram with source and 
destination information. 
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General Architecture of a 

Search Engine  

A general web search engine  [7,9] has 
three parts i.e. Crawler, Indexer and Query 
engine. The web crawler (also called robot, 
spider, worm, walker or wanderer) is a 
module that searches the web pages from 
the web world. These are small programs 
that peruse the web on the search engine's 
behalf, and follow links to reach different 
pages. Starting with a set of seed URLs, 
crawlers extract URLs appearing in the 
retrieved pages, and store pages in a 
repository database search engine 

 

Figure 1. General architecture of search 
engine 

 

DESIGN ISSUES OF SEARCH 

ENGINES 

 

Designing a large-scale search engine is a 
non trivial task and entails huge 
challenges. Search engines index tens to 
hundreds of millions of web pages 
involving a comparable number of 
distinct terms. They answer tens of 
millions of queries every day. Despite the 
importance of large-scale search engines 
on the web, very little academic research 
has been done on them. Furthermore, due 
to rapid advance in technology and web 
proliferation, creating a web search 
engine today is very different from three 
years ago.  

A perfect automated search engine in the 
current scenario is one that crawls the 
web quickly and gathers all the 
documents to keep them up-to-date. 

Plenty of storage space is required to 
efficiently store indices or the documents 
themselves. The magnitude of data that 
has to be handled on the ever-growing 
internet includes billions of queries daily.  

The indexing system of a search engine 
should be capable of processing huge 
amount of data by using the space most 
efficiently and handling thousands of 
queries per second. The best navigation 
experience should be provided to the 
users, in the form of finding almost 
anything on the web, excluding the junk 
results with the use of high precision 
tools, which is the main problem the users 
face.  

Designing a search engine is a tricky task 
and there are differences in the ways they 
work. There are different ways to 
improve performance of search engines 
but three main characteristics are 
improving algorithms to search the web, 
using filters towards the user’s results; 
and improving the user interface for 
query input. 

General Architecture of a Web 

Crawler  

 

 

Figure 2: General architecture of web 
crawler 

 

The browser parses the document and 
makes it available to the user. Normally, 
a crawler starts by placing an initial set of 
seed URLs [10] in a queue, where all 
URLs to be retrieved are kept and 
prioritized. From this queue the crawler 
extracts a URL, downloads the page, 
extracts URLs from the downloaded 
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page, and places the new URLs in the 
queue. This process is repeated and the 
collected pages are used by a search 
engine. The browser parses the document 
and makes it available to the user 

Parallel Crawlers 

 

Figure 3: General architecture of parallel 
crawler 

A parallel crawler [37] is very useful as 
web size is growing at a fast rate. In a 
parallel crawler (fig. 3) multiple crawling 
processes (C-Proc’s) run in parallel to 
perform the crawling task, which 
maximizes the download rate. Each C-
proc performs the basic tasks that a single 
process’s crawler conducts. Here, all C-
Proc's run on the same local network and 
communicate through a high speed 
interconnection, and use the same local 
network to download web pages. The 
network load from C-Proc's is centralized 
at a single location where they operate. 
To improve the quality of downloaded 
pages and to prevent overlap, the 
crawling processes need to communicate 
with each other. 

 

WEB REPOSITORY 

There is still considerable confusion 
across education, training, research and 
information management communities 
regarding what actually constitutes a 
repository, given the wide utility of the 
concept. Many HE practitioners 
implicitly equate digital repositories with 

learning object repositories, which may 
contain both content and metadata or may 
only contain metadata which references 
external resources. The term “referatory” 
[33] has been coined in recent years to 
identify repositories that contain metadata 
alone. But a web repository is a storage 
module that [29,31,39] stores and 
manages a large collection of ‘data 
objects’ in this case web page. So a web 
repository is basically collection of web 
pages or web documents. The repository 
receives web pages from a crawler, 
which is the component responsible for 
mechanically finding new or modified 
pages on  

the web. Repository contains the full 
HTML of every web page. A web 
repository need to provide the following 
functionalities [38]: 

 

Figure 4: General communication to 
Web Repository 

 

 ARCHITECTURE  

The proposed work is an architecture as 
shown in figure  of crawler with 
enhanced repository technique which 
deals efficiently with the problem of 
limited size of storage resources and data 
searching complexity in repository. This 
technique forms the base for the division 
of repository into multiple blocks. The 
memory is partitioned into numbers of 
fixed size blocks and these blocks are 
called as clusters as represented in figure  
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and the partition of memory into blocks is 
done on the foundation of different 
domains like .com, .edu, .org etc. that 
belongs to web. As the memory block 
creation is based on specific domain so 
these clusters are also called as domain 
specific clusters.  

Each domain has its own cluster and the 
particular cluster contains the documents 
that only belong to its specific domain 
type. Partitioning the repository into 
number of clusters and balancing these 
clusters, two different modules i.e. 
coordinator module and ranking module 
are used 

 

Figure5: General Architecture of 
clustered Webbase Search engine 

Conclusion 

The proposed work presented clustered 
web repository, and meta-data 
management. Clustered Web base uses 
repository and working modules to 
distribute data among domain specific 
clusters which compose a clustered web 
repository. Distribution of web pages to 
different domain specific blocks reduces 
searching complexity. The proposed work 
also representing an indexing mechanism 
to store the keyword present in the 
document in compressed form by 
mapping variable length Huffman code. It 
also focuses on the presence of keyword 
in different document because the 
keyword in maximum number of 
documents will be mapped to less length 
Huffman code. The mechanism reduces 
the size of document and after updates the 
index. The data structure of the indexer 
fastens the search for matched results 
from the Inverted Index with the cluster 

information. It also helps the user to 
process the user query with fast and more 
relevant results 
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