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#### Abstract

License Plate Detection and number recognition is a very powerful and advanced application that needs Machine learning, Deep Learning algorithms integrated with the Image processing . This paper deals with both number plate detection and recognition using Python, Numpy, Deep Learning and Machine Learning algorithms. The work is divided into three different parts, first, the number plate is detected using OpenCV, Numpy and Keras libraries. Secondly, we performed character segmentation of license plates using python and machine learning algorithms. Finally, after parsing the characters in the previous section, we have performed character recognition of license plates using deep learning


 algorithms.Keywords: OpenCV2, ALPR, Keras, Numpy, CNN, ML, DNN

## 1.INTRODUCTION

These days there is constant advancement in Machine Learning, particularly with Neural Networks and Opensource Machine Learning libraries such as Keras, Pytorch and so on. There are several other ways to deploy such technologies, however, this paper defines the setup rules for ALPR systems in association with previously trained model using Wpod-Net and Computer Vision along with OpenCV and Character Recognition using Neural Networks. The research has been classified into 3 broad categories. In the first stage, the data has been taken from different countries to implement the pre-trained data model for license plate recognition system using Wpod-Net.


And, in second part, characters of license plate are segmented with OpenCV.


Lastly, Neural Network is trained to predict the character generated in the previous section.

1.1. Library and Tools Used during the experiment

- Python 3.7
- Keras 2.3.1
- Tensorflow 1.14 .0
- Jupyter Notebook
- Numpy 1.17.4
- Matplotlib 3.2.1
- OpenCV 4.1.0


## 2. Detection of License Plate using Wpod-Net

After installing the all the required libraries and loading the pre-trained model, description of packages and functions have been discussed as follows:

- CV2: CV2 or Computer Vision library, which is also known as OpenCV. It is used to perform image processing techniques.
- numpy: It is a library that supports multidimensional arrays and matrix operations.
- matplotlib: This library supports plotting and visualize the data.
- local_utils: This python script contains some functions which is used to process the data from Wpod-Net.
- os.path / glob: Operating system interface package/library for python programming. We will for directories and file system handling.
- keras.models: This package contains model_from_json to load the model data architecture in JSON format.

Next, the data model is loaded from the pre-trained model.

## import cv2

lmport numpy as np
import matplot11b.pyplot as plt
from local_utils import detect_lp
from os.path import splitext, basename
from keras.models import model_from_json
import glob
Ynatplot1ib.in1ine

```
```

def load_model(path):

```
```

def load_model(path):
def load_mode.
def load_mode.
path = splitext(path)[0]
path = splitext(path)[0]
1th open('Xs.json' % path, 'r') as J5on_file:
1th open('Xs.json' % path, 'r') as J5on_file:
model_fson - Json_file.read()
model_fson - Json_file.read()
model - model_from_Json(model__son, custon__objects-(1)
model - model_from_Json(model__son, custon__objects-(1)
model.1 load_veights('%s.h5' % path)
model.1 load_veights('%s.h5' % path)
print("Loading model successfully..."
print("Loading model successfully..."
veturn model
veturn model
except Exception as e:
except Exception as e:
print(e)
print(e)
upod_net_path - \upod-net.json-
upod_net_path - \upod-net.json-
wpod_net - load_model(wpod_net_path)

```
```

wpod_net - load_model(wpod_net_path)

```
```

Similarly, preprocess_image function needs to be created in order to read and process the images of license plate. By using this function, we can parse the license plate. By using this function, we can parse the
image and then convert into RGB format. After this, the data needs to be normalized in the range between $0-1$. This will make the data compatible with matplotlib. Apart from this, we will set resize=true because we need to resize all the images for similar dimension i.e. width is 224 and height is 224 as well.

```
def preprocess_image(image_path,resize=False):
```

def preprocess_image(image_path,resize=False):
img = cv2.imread(image_path)
img = cv2.imread(image_path)
img = cv2.imread(image_path)
img = cv2.imread(image_path)
img = cv2.cvecolo
img = cv2.cvecolo
img - ing / 25s
img - ing / 25s
img - cv2.resize(img, (224,224))
img - cv2.resize(img, (224,224))
return img

```
    return img
```

In this, we will see the dataset of vehicle. The dataset has images of 20 different vehicles along with plate data that is gathered from different countries. The data is collected from Germany, Japan, Vietnam, Thailand, Saudi Arabia, Russia, United States of America, Korea, India and China. In the following code, the information is displayed in 5 column and 4 rows.

```
" Create a list of image path
Smage_oaths - 8lob.&10b("Plate_examples/*.jpg")
print("Found xi images...*(ten(fmage_paths)))
* Visualize data in subplot
fig - plt.figure(figsize=(12,8))
cols-5
fig_1st - []
for 1 in range(colls*rows)
    f1g_14st.append(f1g.ad__subplot(rows, cols,1+1)]
    title - splitext(basenane( (mage_ _aths[1]))[ө]
    flg._1st[-1].set_title(title)
    1mg - preprocess_lmoge(Image_paths[11,True)
    plt.axs(faise)
    plt.imshow(ing)
plt.tight_layout(True)
plt.show()
```



Now, we will use get_plate function, which will process the raw data. After this, the data is sent to the model and return the plate image (LpImg) along with co-ordinates. In case of null data, warning is shown. Therefore, we need to change the Dimension values i.e. Dmin to increase the overall dimension. The Wpod-Net only parse the data having character in black color with white background. Therefore, there might be failure in the prediction if the image is not clear or there is any kind of obstacle.

```
def draw_box(image_path, cor, thickness=3):
    pts=[]
    x_coordinates=cor[0][0]
    y_coordinates=cor[0][1]
    # store the top-left, top-right, bottom-left, bottom-right
    # of the plate license respectively
    for i in range(4):
        pts.append([int(x_coordinates[i]),int(y_coordinates[i])])
    pts = np.array(pts, np.int32)
    pts = pts.reshape((-1,1,2))
    vehicle_image = preprocess_image(image_path)
    cv2.polylines(vehicle_image,[pts],True, (0,255,0),thickness)
    return vehicle_image
plt.figure(figsize=(8,8))
plt.axis(False)
plt.imshow(draw_box(test_image,cor))
```



At last, we will use get_plate function for all vehicles images and then return the plate images to the model.

```
# Viualize all obtained plate images
```


# Viualize all obtained plate images

fig = plt.figure(figsize=(12,6))
fig = plt.figure(figsize=(12,6))
cols-5
cols-5
fig_list = []
fig_list = []
for i in range(cols*rows);
for i in range(cols*rows);
fig_list.append(fig.add_subplot(rows, cols, i+1))
fig_list.append(fig.add_subplot(rows, cols, i+1))
title = splitext(basename(image_paths[i]))[0]
title = splitext(basename(image_paths[i]))[0]
fig_list[-1].set_title(title)
fig_list[-1].set_title(title)
LpImg,_ = get_plate(image_paths[i])
LpImg,_ = get_plate(image_paths[i])
plt.axis(False)
plt.axis(False)
plt.imshow(LpImg[0])
plt.imshow(LpImg[0])
plt.tight_layout(True)
plt.tight_layout(True)
plt.show()

```
plt.show()
```


3. Detect and Recognize Vehicle's License Plate with ML and Python: Plate character segmentation with OpenCV

In this part, license plate recognition system is discussed with different magnitude of colors. We will segregate characters out of License Plate through Python and OpenCV. After parsing the data, the data will be parsed again using Convolutional Neural Network (CNN) in part 3 . For parsing the data, we will require python 3.7, Jupyter Notebook, Matplotlib 3.2.1, Numpy and OpenCV 4.1.

### 3.1. Processing of Image

For this process, first we are required to implement different processing technique to mitigate the noise level and enhance the features of character recognition. For experiment, we will consider the image from Plates_example/germany_car_plate.jpg


- Convert the image to $\mathbf{2 5 5}$ Scale: The extracted image of license from Wpod-Net is translated as $0-1$ range. Hence, we are required to convert this into 8-bit scale.
- Convert into grayscale: we need to remove the colors from the license plate. By doing so, we can increase the efficacy of the system.
- Image Blur: In order to reduce the noise and other unrequired data, image blurring technique is taken into account. We will use Gaussian Blur method for this.
- Image Thresholding: In this, we set a minimum threshold value for computation of image. Below the threshold value, the data is converted into 255 . This technique is also called inverse binary thresholding.
- Dilation: By using this methodology, we can raise the white region area of the image.



### 3.2. Determining the contour of License Plate characters

Further to this, we will implement findContours function of OpenCV technique to collect the co-ordinates of characters. Contours is a collection of continuous points having same intensity and color. The sort_contours sorts the contours from left to right position. It is imperative for ordering the sequence of character. The ratio is equivalent to the height divided by contour width. Besides this, we can filter out the irrelevant information of image. So, we will set the ratio value between 1 to 3.5. Since we already know the minimum height of the image, we can use additional filters for better performance. Next to this, we will be drawing bounding box having the contour passes through the filters. Also, we will apply binary thresholding techniques and attach them to crop_characters.

```
    Sef sortcontours(cnts, reverse - False):
    1-8
    boundingBoxes = [cv2.boundinglict(c) for c in cnts]
    (cnts, boundingBoxes) = zip(*sorted(zip(cents, boundingboxes),
    return cnts
        key-lanbda b: b[1][1], reverse-reverse)
```



```
* creat a copy version "test_rol" of plot__mege to dram bounding box
test_roi = plate_imoge.copy()
A Instililize a Hst witch will be used to append charater imge
crop_characters - [1
* define standard width and meiggit of character
digIt_w, digit_h - 3e, 6e
For c in sort_contours(cont):
    (x,y,w,h)
    If 1<-ratioce3.5: wonly select contour with defined ratio
    1f h/olate_image. shape[0]>-0.5: * Select contoin
    * Draw bounding box arroung digit number
    cv2.rectangle(test_rol, (x,y),(x+w,y,h),(0,255,0),2)
    * Sperate number and gite prediction
    cure_num - thre_mor[y: y+h,x:x+w]
```




```
    crop_characters.apoena(curr_num)
    4 print(DDetect () letters...".Format(1en(crop_characters)))
```


### 3.3. Visualizing the segmented characters

The crop_characters now have the segemented character value. We can see this using a library matplotlib.

```
fig = plt.figure(figsize=(14,4))
grid = gridspec.GridSpec(ncols=len(crop_characters),nrows=1,figure=fig)
    fig.add_subplot(grid[i])
    plt.axis(False)
    mlt.imshow(crop_characters[i ], cmap="gray")
```


## 

4. Detect and Recognize Vehicle's License Plate with ML and Python: Recognize plate license characters with OpenCV and Deep Learning

After parsing the characters in $2^{\text {nd }}$ and $3^{\text {rd }}$ section of this paper, we extracted the License plate information which was easy to perceive. However, it contains black and white characters which is not optimal for digital optimization. Therefore, in this portion, we will parse the data with Neural Network model. There are plethora of eminent Neural Network architectures are available
readily such as ResNet, Inception, DenseNet and many more. For this experiment, we will use MobileNets. It is light in weight with higher accuracy.


For computation, we will use python 3.7, Jupyter Notebook, OpenCV, Numpy, Keras, sklearn and Matplotlib. The model dataset contains 34,575 different images, which are further classified into 36 classes.

```
mport glob
Import matplotlib.pyplot as plt
Import matplot11b.gridspec as gridspec
tmport numpy as np
dataset_paths - glob.glob("dataset_characters/*/*.jpg")
cols-4
1g - plt.figure(figsize-(10,8))
1t.rcParaas.update({"font.size": 14}
grid = gridspec.6ridSpec(ncols cocols, nrows-rows,figure-fig)
create a randoo list of images will be displayed
p.randoo. seed(45)
rand - np.random.randint(e,len(dataset_paths),size-(cols*rows))
Plot example inages
    i i in range(cols*rows)
    fig.add_subplot(grid[i])
    image = load_1mg(dataset_paths[rand[{]])
    label = dataset_paths[rand[i]].split(0s.path. sep)[-2]
    plt.title("'(:s)"'.format(label))
    plt,axis(False)
```



### 4.1. Pre-processing of Data

Now, we are required to process the data:

- Line 2 ~ 14: Input data is arranged along with their corresponding labels. The size of the original image 224* 224 for MobileNets. But we were required to change the dimensions to $80 * 80$. With such configuration setting, the accuracy improves significantly to $98 \%$.
- Line 20~26: we will consider converting the labels as first-dimensional array to one-hot encoding labels. This enables the representation of labels in more optimal way. The classes of labels are stored locally to improve performance and inverse transformation.
- Line 29: Split the dataset into two parts i.e. training set ( $90 \%$ ) and validation set ( $10 \%$ ). It allows us to monitor accuracy and avoiding overfitting.
- Line 33: Using basic transforming techniques, we create data augmenting such as shifting, rotating, zooming and so on. This technique needs to be handled with utmost precision otherwise data may be manipulated.


### 4.3. Initializing the MobileNet architecture along with pre-trained weights

In this section, the MobileNets architecture is being constructed in association with pre-trained datasets. We can import the data directly from Keras packages.

- Line 4~5: Output layers are being ignored in MobileNets model, and we replace those layers with our output according to our needs. In the output layer, there are 36 nodes which are

associated with 36 different characters. Also, we need to configure the input layer.
- Line 16 ~ 23: Once thetraining datasets are set to true, base_model needs to be defined in each layer along with decay values, learning rate, metrices and precision.

```
def create_model(1r-1e-4,decyy-1e-4/25, training=False,output_shape-y.shape[1]):
    baselodel = MobilevetV2(weights=" - imgenet",
        Include_top-False,
        Input_tensor-Input(shape-(80, 80, 3))
    headlodel = basellodel.output
    headlodel - AverogelPoollng20(pool_s1ze-(3, 3))(\mathrm{ (headbodel)}
    heaModel - Flatten(name--flatten")(headmodel)
    headlodel = Dense(128, activation="relu")(readmdel)
    headtlodel = Dropout(0.5)(headlodel)
    M, (T)
    model - Model(Inputs=basellodel.input, outputs-headlodel)
    1f training:
    * define tratinoble 2alyer
    for layer in baselodel. layers:
        layer,trainable - True
    complle model
    optinizer = Adam(1relr, decay = decay)
    dicomile(loss=*"catogorical_crosentsor
    return model
Initilaize initial hyeerparameter
nit_LR - 1e-4
EPOCHS - 3e
model = create_model(1r-IIIT_LR, decay-IIIT__LR/EPOCIS,training-True)
```


### 4.4. Training and evaluation of model

The BATCH_SIZE value can be adjusted according the specification of the system. The larger is the BATCH_SIZE, the fewer samples are trained. Thus, the overall performance of the model declines sharply. However, the computation power increases with the increase in BATCH_SIZE.

There are callback functions, which are programmed to better utilization of the resources. EarlyStopping function can halt the training process if the val_loss fails after 5 epochs. The ModelCheckpoint saves the model weight. It is analyzed that after 5 epochs, the model successfully attained more than $95 \%$ of accuracy rate. By the completion, $99 \%$ of accuracy has been achieved,


```
```

Epoch 1/30

```
```

Epoch 1/30
486/486 [=_-_ - 147s 303ms/step - loss:
486/486 [=_-_ - 147s 303ms/step - loss:
1.5441 - accuracy: 0.5989 - val_loss: 1.5866 - val_accuracy: 0.6090
1.5441 - accuracy: 0.5989 - val_loss: 1.5866 - val_accuracy: 0.6090
Epoch 00001: saving model to License_character_recognition.h5
Epoch 00001: saving model to License_character_recognition.h5
Epoch 2/30

```
```

Epoch 2/30

```
```




```
```

Epoch 00002: saving model to License_character_recognition.h5

```
```

Epoch 00002: saving model to License_character_recognition.h5
Epoch 3/30
Epoch 3/30
486/486 [=_-125s 258ms/step - 10ss:
486/486 [=_-125s 258ms/step - 10ss:
0.2769 - accuracy: 0.9281 - val_10ss: 0.2617 - val_accuracy: 0.9352
0.2769 - accuracy: 0.9281 - val_10ss: 0.2617 - val_accuracy: 0.9352
Epoch 00003: saving model to License_character_recognition.h5
Epoch 00003: saving model to License_character_recognition.h5
Epoch 00003
Epoch 00003
486/486 [-_ 125s 257ms/step - loss:
486/486 [-_ 125s 257ms/step - loss:
0.2103 - accuracy: 0.9454 - val_loss: 0.1744 - val_accuracy: 0.9563
0.2103 - accuracy: 0.9454 - val_loss: 0.1744 - val_accuracy: 0.9563
Epoch 00004: saving model to License_character_recognition.h5
Epoch 00004: saving model to License_character_recognition.h5
Epoch 5/30
Epoch 5/30
486/486 [-*-1 - 126s 259ms/step - loss:

```
```

486/486 [-*-1 - 126s 259ms/step - loss:

```
```



The model architecture is stored and saved to avoid reconstruction of base architecture.

```
* save model architectur as y 
model_ \son - model.to_\son()
with open("Mobilellets_character__recognition__json", "N) as json_file:
```


### 4.5. Collaborating the model

In order to merge the outcomes of Part 1,2 and 3, reconstruction of the model is necessary as in the initial phase the data was extracted and segmented in the next stage.

```
* Load model architecture, weight and labels
json_file = open('Mobilellets_character_recognition.json', 'r')
loaded_model_json - json_file.read()
json_f1le.close()
model = model_fron_json(1oaded_model__son)
model.1oad_veights("License_character_recognition_veight.h5")
print("[INFO] Model loaded successfully...")
labels = LabelEncoder()
1abels.classes_ - np.load('1icense_character_classes.npy')
print("[INFO] Labels loaded successfully...")
```

[INFO] Model loaded successfully...
[INFO] Labels loaded successfully...

Previously, we configured the input layer to accept images having the shape sizes $(80,80,3)$. Therefore, we again need to reconvert the image data to the original size along with channel. There is a loop for every image character, which is stored in crop_characters. The final_result predicts and plots every image according to the co-relative prediction.

```
s,
    \ef predict_from_model(inage,model,labels)
    image = cv2.resize(inage, (80, 80))
    image - np.stack((image,)*3, axis--1)
    prediction = labels.inverse transforn([np.argmax(model.predict(image[np.newaxis,:]))])
    return prediction
fig = plt.figure(figsize=(15,3))
cols=len(crop_characters)
grid - gridspec.GridSpec(ncols-cols, nrows-1,figure-fig)
final_string =
for i,character in enumerate(crop_characters):
    f1g.add_subplot(gr1d[1])
    title = np.array2string(predict from model(character,model, labels))
    plt.title('{}'.format(title.strip("'[]"),fontsize=28))
    final__string+-title.strip("'[]")
    plt.axis(Fa15e)
    plt. imshow(character,cmap='gray')
print("Achieved result: ", final_string)
#plt.savefig('final_result.png', dpi=308)
```


#  

## 3. CONCLUSIONS

In this paper, we conducted an experiment which is capable of detecting and recognizing the license plate of vehicles. While experimenting this, there were some obstacles we encountered. Firstly, Wpod-Net system may detect and recognize panels of advertising along with license plate, which could be a cumbersome situation. Further to this, in the segmentation stage, conventional system can be affected by certain climatic circumstances such as illumination, angular perspective, object obstacles and so on. The model is capable to parse the information written or present in Latin language. There are countries like China, Korea, Japan and Saudi Arabia, where Non-Latin characters of license plate are used. However, this problem can be curtailed down by simply adding the additional data into training dataset and re-training the model. Overall, the system has much higher accuracy with greater computational speed which enable this system as optimal.
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