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Abstract — As we know that the handwritten digit recognition based applications includes in a bank purpose used i.e. a deposit, withdraw and another check clearance process, a post office related work, and data an entry form, etc. our aim to improve the ability to develop the system and increased an efficient algorithm that can recognize handwritten digits and which is submitted by users by the way of their mobile phones, a scanner, a tablet, and other digital devices. In this paper we will try to present an approach to off-line handwritten digit recognition based on different-different machine learning a technique. In this paper our focus to present to handwritten digit recognition related an algorithm with the help of the python programming because of the evolution of a varied Machine Learning, Deep Learning and Computer Vision algorithms. In this research paper, I compare the results of some other used Machine Learning Algorithms like KNN, SVM & RFC and with Deep Learning algorithm like multilayer CNN using Keras with Theano and Tensorflow. Our aim is providing the higher accuracy with the high efficiency.
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1.INTRODUCTION

Handwritten character recognition is one among of the practically important issues in pattern recognition applications. The applications include in a bank purpose used i.e. a deposit, withdraw and another check clearance process, a post office related work, and data an entry form, etc. The heart of the matter lies within the ability to develop an efficient algorithm that can recognize handwritten digits and which is submitted by users by the way of a scanner, a tablet, and other digital devices. In this project we are going to recognize the handwritten digits using the machine learning an algorithm.

Digit recognition is one among of the active research topics in digital image processing. It is a classic machine learning problem. The goal of this project is to require a picture of handwritten digits and determine what those digits are. The rapid climb of the latest documents and multimedia news has created new challenges in pattern recognition and machine learning. Handwriting character recognition has become a standard research area due to advances in technologies such as the handwriting capture devices and powerful mobile computers. However, since handwriting very much depend on the writer, building a high-reliability recognition system that recognizes any handwritten character input to an application, is challenging. This work considers the matter of recognizing handwritten digits, i.e. numbers from 0 to 9.

Typically, handwritten digit recognition is an essential function in a variety of practical applications, for example in administration and finance. The handwritten digit recognition is the ability of computers to recognize human handwritten digits. It is a tough task for the machine because handwritten digits aren’t perfect and may be made with many various flavors. The handwritten digit recognition is the solution to this problem which uses the image of a digit and recognizes the digit present in the image. To develop the software we have used Tkinter for creating the GUI. Tkinter may be a Python binding to the Tk GUI toolkit. It is the quality Python interface to the Tk GUI toolkit, and is Python’s de facto standard GUI. Tkinter is included with standard Linux, Microsoft Windows and Mac OS X installs of Python. The name Tkinter comes from Tkinter interface. It can be more user-friendly and provide accuracy more than existing ones.
2. MACHINE LEARNING

Machine learning teaches computers to do what comes naturally to humans and animals: learn from experience. Machine learning algorithms use computational methods to “learn” information directly from data without relying on a predetermined equation as a model. The algorithms adaptively improve their performance as the number of samples available for learning increases.

REAL-WORLD APPLICATIONS

With the rise in big data, machine learning has become particularly important for solving problems in areas like these:

- Computational finance, for credit scoring and algorithmic trading
- Image processing and computer vision, for face recognition, motion detection, and object or diseases detection
- Computational biology, for tumor detection, drug discovery, and DNA sequencing
- Energy production, for price and load forecasting
- Automotive, aerospace, and manufacturing, for predictive maintenance
- Natural language processing

HOW MACHINE LEARNING WORKS

Machine learning uses two types of techniques: supervised learning, which trains a model on known input and output data so that it can predict future outputs, and unsupervised learning, which finds hidden patterns or intrinsic structures in input data.

Machine Translation (MT)

Machine translation (MT) is the application of computers to the task of translating texts from one natural language to another. One of the very earliest pursuits in computer science, MT has proved to be an elusive goal, but today a number of systems are available which produce output which, if not perfect, is of sufficient quality to be useful for certain specific applications, usually in the domain of technical documentation. In addition, translation software packages which are designed primarily to assist the human translator in the production of translations are enjoying increasingly popularity within professional translation organizations.

Comprehending the enormous complexity of translating human language and the inherent limitations of the current generation of translation programs is essential to understanding MT today. MT systems are designed according to one of the following parameters: coverage and Reliability. An MT system can either be designed to reproduce for a small language segment i.e. a sub-language or a controlled language with high fidelity and precision or it may be designed to perform informative, general purpose translations. In the former case, the system will have high reliability, whereas in the latter case, its coverage will be high.

However, both properties are, to a certain extent, mutually exclusive.

- Coverage refers to the extent to which a great variety of source language texts can successfully be translated into the target language. A successful translation can be described as to be informative in the sense that allows a user to understand more or less the content of the source text.
- Reliability refers to the extent to which an MT system approaches an “ideal” translation (of a restricted domain) for a given purpose or for a given user. A reliable translation is user-oriented and correct with respect to text type, terminological preferences, personal style, etc.

Deep Learning: Deep Learning is a subfield of machine learning concerned with algorithms inspired by the structure and function of the brain called artificial neural networks.

3. RESEARCH AND METHODOLOGY:

a) Multilayer Perceptions: A neural network based classifier, called Multi Layer perception (MLP), is employed to classify the handwritten digits. Multilayer perceptron consists of three different layers, input layer, hidden layer and
output layer. Each of the layers can have the certain number of nodes also called neurons and each node in a layer is connected to all other nodes to the next layer [12]. For this reason it’s referred to as feed forward network. The number of nodes within the input layer relies on the amount of apparent classes exist within the dataset. The convenient number of hidden layers or the convenient number of nodes during a hidden layer for a selected problem is tough to work out. But in general, these numbers are selected experimentally. In multilayer perceptron, the connection between two nodes consists of a weight. During training process, it basically learns the accurate weight adjustment which is corresponds to every connection [13]. For the training purpose, it uses a supervised learning technique named as back propagation algorithm.

b) Support Vector Machine: SVM or Support Vector Machine is a specific type of supervised ML method that intents to classify the data points by maximizing the margin among classes in a high-dimensional space [14]. SVM is a representation of examples as points in space, mapped due to the examples of the separate classes are divided by a fair gap that is as extensive as possible. After that new examples are mapped into that very same space and anticipated to reside to a category supported which side of the gap they fall on [15]. The optimum algorithm is developed through a “training” introduce which training data are adopted to develop an algorithm capable to discriminate between groups earlier defined by the operator (e.g. patients vs. controls), and therefore the “testing” introduce in which the algorithm is adopted to blind-predict the group to which a replacement perception belongs [16]. It also provides a very accurate classification performance over the training records and produces enough search space for the accurate classification of future data parameters. Hence, it always ensures a series of parameter combinations now but on a wise subset of the info. In SVM it’s better to scale the info always; because it’ll extremely improve the results. Therefore, take care with big dataset, because it may result in the rise with in the training time.

c) Random Forest Algorithm: Random forest as is an ensemble of pruned regression or classification trees, activated from bootstrap samples of the training data, adopting random feature selection in the tree imitation process. The prediction is made by accumulating the predictions of the ensemble by superiority voting for classification. It returns generalization error rate and is more potent to noise. Still, almost like most classifiers, RF can also suffer from the curse of learning from an intensely imbalanced training data set. Since it is constructed to mitigate the overall error rate, it will tend to focus more on the prediction efficiency of the majority class, which repeatedly results in poor accuracy for the minority class.

| 5. CONCLUSIONS |

The main objective of this research paper is to find a representation of algorithm of handwritten digits that allows their effective recognition techniques. In this paper used different machine learning algorithm for recognition of handwritten numerals (Digits 0 to 9). The proposed algorithm tries to deal with both the factors and well in terms of increased accuracy and time complexity. The overall highest accuracy 93.37% is achieved in the recognition process by Multilayer Perceptron. This work is carried out as an initial attempt, and the aim of the research paper is to facilitate for recognition of handwritten numeral and achieved the highest accuracy 99.50 % without using any standard classification.
techniques 99.50 % without using any standard classification techniques.
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