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Abstract - Computer Vision is the branch of the science of computers and software systems that can recognize as well as 
understand images and scenes. Detecting and recognizing objects in unstructured environments is one of the most challenging tasks 
in computer vision research. Computer Vision is consists of various aspects such as image recognition, object detection, image 
generation, image super-resolution, and many more. Object detection is probably the most profound aspect of computer vision due 
to the number of practical use cases. Object detection is widely used for face detection, vehicle detection, pedestrian counting, web 
images, security systems, and self-driving cars. There are different algorithms and methods of object detection such as R-CNN, 
Fast-RCNN, RetinaNet, and fast yet highly accurate ones like SSD and YOLO. Using these methods and algorithms, based on deep 
learning which is also based on machine learning requires lots of mathematical and deep learning frameworks understanding by 
using dependencies such as TensorFlow, OpenCV, imageai, Keras, etc, we can detect every object in the image by the area object in 
highlighted rectangular boxes and identify each object and assigns its tag to the object. This also includes the accuracy of each 
method for identifying objects. Object detection refers to the capability of computer and software systems to locate objects in an 
image/scene and identify each object. Getting to use modern object detection methods in applications and systems, as well as 
building new applications based on the straightforward task. Early implementation of object detection involved the use of classical 
algorithms, like the ones supported in OpenCV, the popular computer vision library. However, these classical algorithms could not 
achieve enough performance to work under different conditions. 
 

We present a new dataset to advance the state-of-the-art in object recognition by placing the question of object 
identification. Our primary goal is to identify the object that will be upload into our web application. As by seeing the image or any 
object it is difficult to identify the image our system will be helping to recognize the object within the database of our image which 
contains thousands of images of living and nonliving objects. So it can easily identify the object.  
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1. INTRODUCTION- 
 A few years ago, the creation of the software and 

hardware image processing system was mainly limited to the 
development of the user interface, in which most of the 
programmers of each firm were engaged.  The situation has 
been significantly changed with the advent of the Windows 
operating system when the majority of the developers switched 
to solving the problems of image processing itself. However, 
this has not yet led  to the cardinal progress in solving the 
typical task of recognition  face, car numbers, toad signs, 
analyzing remote and medical images, etc 
  

Each of these "eternal" problems is solved by trial 
and error by the efforts of numerous groups of engineers and 
scientists. As modern technical solutions are turn out to be 
excessively expensive, the task of automating the creation of 
the software tools for solving intellectual problems is 
formulated and intensively solved abroad. In the field of 
image processing, the required tool kit should be supporting 
the analysis and recognition of images of previously unknown 
content and ensure the effective development of applications 
by ordinary programmers. Just as the Windows toolkit 

supports the creation of interfaces for solving various applied 
problems. 
 

Object recognition is to describe a collection of 
related computer vision tasks that involve activities like 
identifying objects in digital photographs. Image 
classification involves activities such as predicting the class of 
one object in an image. Object localization refers to 
identifying the location of one or more objects in an image and 
drawing an abounding box around their extent. Object 
detection does work of combines these two tasks and localizes 
and classifies one or more objects in an image. When a user or 
practitioner refers to the term "object recognition", they often 
mean "object detection". It may be challenging for beginners 
to distinguish between different related computer vision tasks. 

The object identification system is a web application. 
Object understanding involves numerous tasks including 
recognizing what objects are present, determining the objects'. 
Image classification is straightforward, but the differences 
between object localization and object detection can be 
confusing, especially when all three tasks may be just as 
equally referred to as object recognition. 
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Object recognition refers to a collection of related 
tasks for identifying objects in digital photographs.Hence, 
we have developed a web application to identify the image 
of the object and predicting their name or which they are 
known. Image classification involves predicting the class 
of one object in an image. Object localization refers to 
identifying the location of one or more objects in an image 
and drawing an abounding box around their extent. Object 

detection combines these two tasks and localizes and 
classifies one or more objects in an image. 
 

1.2. Motivation of the Project: 
 
The main motivation of this project is that as our works are 
dependable on the machine and technology. And emerging 
technology is based on artificial intelligence, deep learning, and 
machine learning. So it is a must for the machine to identify the 
object or the images or the pictures on the field in which the 
machine is working. 
 
On behalf of such technologies and life moving fastly towards 
online platforms because the pandemic the situation we are 
going through. The world is moving forward to going 
contactless and through an online platform and world has being 
to towards everything digit.So we are focusing on images to be 
identified on the online platform. 
 
e.g. For a car to decide what to do next: accelerate, apply 
brakes, or turn, it needs to know where all the objects are 
around the car and what those objects are. Since it requires an 
object to be identified. 
 

2. What is Object Detection? 
 
Object recognition refers to a collection of related tasks for 
identifying objects in digital photographs.Image classification 
is straightforward, but the differences between object 
localization and object detection can be confusing, especially 
when all three tasks may be just as equally referred to as object 
recognition. 

a. Image classification: 
Image Classification is a fundamental task that 

attempts to comprehend an entire image as a whole. The goal 
is to classify the image by assigning it to a specific label. 
Typically, Image  Classification refers to images in which 
only one object appears and is analyzed. In contrast, object 
detection involves both classification and localization tasks 
and is used to analyze more realistic cases in which multiple 
objects may exist in an image. 

b. Object detection is a computer vision technique that 
allows us to identify and locate objects in an image or 
video. With this kind of identification and localization, 
object detection can be used to count objects in a scene 
and determine and track their precise locations, all while 
accurately labeling them. 

c. Object localization: 

Object localization refers to identifying the location of 
one or more objects in an image and drawing an abounding 

box around their extent. Object detection combines these two 
tasks and localizes and classifies one or more objects in an 
image. 
 
3. Related work 
 
Deep Networks for Object Detection. The R-CNN method 
trains CNNs end-to-end to classify the  proposal regions into 
object categories or background. R-CNN mainly plays as a 
classifier, and it  does not predict object bounds (except for 
refining by bounding box regression). Its accuracy depends on 
the performance of the regional proposal module . Several 
papers have proposed ways of using deep networks for 
predicting object bounding boxes. In the  OverFeat method, a 
Fully-connected layer is trained to predict the box coordinates 
for the localization task that assumes a single object. The 
fully-connected layer is the turned into a convolutional layer for 
detecting multiple class specific objects. The MultiBox 
Methods generate region proposals from a network whose last 
fully connected layer simultaneously predicts multiple 
class-agnostic boxes, generalizing the “single -box” fashion of 
OverFeat. These class-agnostic boxes are used proposal for 
R-CNN. The MultiBox Proposal network is applied on a single 
image  crop or multiple large image crops, in contrast to our 
fully convolutional Scheme. MultiBox does not share features 
between the proposal and detection network. We discuss 
OverFeat and MultiBox in more depteh later in context with our 
work, the DeepMask method is devekoped for learning 
segmentation proposals. 
 

4. Methodology 
 
YOLO (You Only Look Once) 
You only look once (YOLO) at an image to predict what 
objects are present and where they are. YOLO is refreshingly 
simple: see Figure 1. A single convolutional network 
simultaneously predicts multiple bounding boxes and class 
probabilities for those boxes. YOLO trains on full images and 
directly optimizes detection performance. This unified model 
has several benefits over traditional methods of object 
detection. 
 

 
Fig -1: The YOLO Detection System. 

 
YOLO is extremely fast. Since we frame detection as a 
regression problem we don’t need a complex pipeline. We 
simply run our neural network on a new image at test time to 
predict detections. Our base network runs at 45 frames per 
second with no batch processing on a Titan X GPU and a fast 
version runs at more than 150 fps. This means we can process 
streaming video in real-time with less than 25 milliseconds of 
latency. Furthermore, YOLO achieves more than twice the 
mean average precision of other real-time systems. 
 
YOLO reasons globally about the image when making 
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predictions. Unlike sliding window and region proposal-based 
techniques, YOLO sees the entire image during training and 
test time so it implicitly encodes contextual information about 
classes as well as their appearance. Fast R-CNN, a top 
detection method , mistakes background patches in an image 
for objects because it can’t see the larger context. YOLO 
makes less than half the number of background errors 
compared to Fast R-CNN. 

 
Fig -2: The Model 

 
YOLO learns generalizable representations of objects. When 
trained on natural images and tested on artwork, YOLO 
outperforms top detection methods like DPM and R-CNN by 
a wide margin. Since YOLO is highly generalizable it is less 
likely to break down when applied to new domains or 
unexpected inputs. YOLO still lags behind state-of-the-art 
detection systems in accuracy. While it can quickly identify 
objects in images it struggles to precisely localize some 
objects, especially small ones. We examine these tradeoffs 
further in our experiments. 
 

5. Architecture 
 
 

 
Fig -3: YOLO Architecture. Our System models detect as a 

regresion problem. It divides the image into an S*S grid and for grid cell 
predicts B bounding Boxes, confidence for thes box and C class 
Probabilities. These prediction are encoded S*S*(B*5+C) tensor 

 

Our network uses features from the entire image to predict 
each bounding box. It also predicts all bounding boxes 
across all classes for an image simultaneously. This means 
our network reasons globally about the full image and all the 
objects in the image. The YOLO design enables end-to-end 
training and realtime speeds while maintaining high average 
precision. 

Our system divides the input image into an S × S grid. If 
the center of an object falls into a grid cell, that grid cell is 

responsible for detecting that object. 
Each grid cell predicts B bounding boxes and 

confidence scores for those boxes. These confidence scores 
reflect how confident the model is that the box contains an 
object and also how accurate it thinks the box is that it 
predicts. Formally we define confidence as Pr(Object) ∗  
IOU . If no object exists in that cell, the confidence scores 
should be zero. Otherwise we want the confidence score to 
equal the intersection over union (IOU) between the 
predicted box and the ground truth 

Each bounding box consists of 5 predictions: x, y, w, h, 
and confidence. The (x, y) coordinates represent the center 
of the box relative to the bounds of the grid cell. The width 
and height are predicted relative to the whole image. Finally 
the confidence prediction represents the IOU between the 
predicted box and any ground truth box. Each grid cell also 
predicts C conditional class probabilities, Pr(Classi |Object). 
These probabilities are conditioned on the grid cell 
containing an object. We only predict one set of class 
probabilities per grid cell, regardless of the number of boxes 
B. 

At test time we multiply the conditional class 
probabilities and the individual box confidence 
predictions,which gives us class-specific confidence scores 
for each box. These scores encode both the probability of 
that class appearing in the box and how well the predicted 
box fits the object 

 
Fig -4: The Architecture. Our detection network has 24 

convolution layers followed by 2 fully connected layers. Alternating 1*1 
convolutional layer reduce the features space from preceding layers. We 
pretrain the convultional layers on the ImageNet Classification task at half 
the resolution(224*224 input image) and the double the resolution for 
detection. 

 
A. Working 
 
 Visit our Websites on any browser 
 After visiting, Upload an image .jpg in the input field for 
image uploading 
 Next, Submit the image by clicking on the Submit Button 
 After Submission YOLO will work on the image as 
YOLO Algorithm is used for object detection and object 
predection. 
 After this, The Desired result will be regerented 
 
B. Implemention 
 

a. Dependencies 
1. Tensorflow (GPU version preferred for Deep Learning) 
2. NumPy (for Numeric Computation) 
3. Pillow/PIL (for Image Processing) 
4. IPython (for displaying images in Jupyter Notebook) 
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5. Glob (for finding pathname of all the files) 
6. Django(Framework of Webapplication) 
 
b. Batch Normalization 
 
It is a preprocessing step of features extracted from previous 
layers, before feeding it to the next layers of the network. 
We normalize the input layer by adjusting and scaling the 
activations. For example, when we have one feature in range 
0 to 1 and other from 1 to 1000, we should normalize them 
to speed up learning. So, the Neural network does not 
assume the feature with a range from 1 to 1000 as a high 
priority in the features dependencies. This allows each layer 
of a network to learn by itself a little bit more independently 
of other layers. Almost every convolutional layer in Yolo 
has batch normalization after it. It helps the model train 
faster and reduces variance between units (and total variance 
as well). 

 
C. Data Flow Chart 
 
 

 
 

Fig -5. : Data flow 
 

6. Result 
 
 

 
 
 

Fig -6.a. : Web Application Screenshot 
 
 

 

 
 
 
 

Fig -6.b. : Web Application Screenshot 
 

 
 
 

Fig -6.c. : Web Application Screenshot 
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Fig -6.d. : Output 

 

7. Conclusion 
 
We introduce a Web Application for Object Identification 
and Detection using Deep learning and machine learning, 
YOLO model for object detection. Our Web is simple and 
easy to use  as its construction is simple and can detect the 
multiple objects in an image and detection performance is 
fast than other model. 

YOLO is the fastest general purpose object detector in 
the literature and YOLO pushes the state of  the art in 
multiple object detection. YOLO also generalizes well for 
the Web Application that rely on fast, robust object 
detection. 
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