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Abstract— Many fractional-order based methods have been used 

in image processing field, and many methods are developed to 

solve the problem of fractional systems. The traditional integer-

order partial differential equation-based image denoising 

approaches often blur the edge and complex texture detail; thus, 

their denoising effects for texture image are not very good. To 

solve the problem, a fractional partial differential equation-based 

denoising model for texture image is proposed, which applies a 

novel mathematical method—fractional calculus to image 

processing from the view of system evolution. We know from 

previous studies that fractional-order calculus has some unique 

properties comparing to integer-order differential calculus that it 

can nonlinearly enhance complex texture detail during the digital 

image processing.  
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I. INTRODUCTION  

Image retrieval system is a computer system for Image 
denoising is an important image processing task, both as a 
process itself, and as a component in other processes. Very 
many ways to de noise an image or a set of data exists. The 
main properties of a good image denoising model are that it 
will remove noise while preserving edges. Traditionally, linear 
models have been used. One common approach is to use a 
Gaussian filter, or equivalently solving the heat-equation with 
the noisy image as input-data, i.e. a linear, 2nd order PDE-
model. For some purposes this kind of denoising is adequate. 
One big advantage of linear noise removal models is the speed. 
But a drawback of the linear models is that they are not able to 
preserve edges in a good manner: edges, which are recognized 
as discontinuities in the image, are smeared out. Nonlinear 
models on the other hand can handle edges in a much better 
way than linear models can. One popular model for nonlinear 
image denoising is the Total Variation (TV)-filter, introduced 
by Rudin, Osher and Fatemi. This filter is very good at 
preserving edges, but smoothly varying regions in the input 
image are transformed into piecewise constant regions in the 
output image. Using the TV-filter as a denoiser leads to solving 
a 2nd order non-linear PDE. Since smooth regions are 
transformed into piecewise constant regions when using the 
TV-filter, it is desirable to create a model for which smoothly 
varying regions are transformed into smoothly varying regions, 
and yet the edges are preserved. This can be done for instance 
by solving a 4th order PDE instead of the 2nd order PDE from 
the TV-filter. Results show that the 4th order filter produces 
much better results in smooth regions, and still preserves edges 

in a very good way. Some results showing the behavior of the 
4th order model is shown in figure 1. 

 

Figure 1: Fourth Order PDE Result 

Here, the leftmost image is the original image, the middle 
image is imposed with noise, and the rightmost image is the 
restored image using the 4th order model. Another approach is 
to combine a 2nd and 4th order method. The idea here is that 
smooth regions are filtered by the 4th order scheme, while 
edges are filtered by a 2nd order scheme. To choose in which 
areas of the image each of the models are to be used, one has to 
construct a weight function. Another way of denoising images 
is the following: Instead of working directly with the images, 
the noisy normal vectors of the image are processed instead. 
Then, the smoothed normal vectors are used to reconstruct a 
denoised image. This approach gives very good results. The 
process is illustrated in figure 2, figure 3 and Figure 4: 

 

Figure 2: Result 1 

 

Figure 3: Result 2 
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Figure 4: Result 3 

The three images above show a small excerpt of the normal 
vectors of the above shown image. The first image shows the 
normal of the original image, the middle image shows the 
normal of the noisy image, and the last image shows the 
smoothed normal. 

II. IMAGE DENOISING METHODS 

Denoising of image data has been an active area of 
research, with several different approaches being proposed 
using techniques such as wavelets, isotropic and anisotropic 
diffusion, bilateral filtering, etc. We observe that image 
contains a large amount of redundancy in plain areas where 
adjacent picture elements have almost the same values which 
means the pixel values are highly correlated. 

The mean filter is used in applications where the noise in 
certain regions of the image needs to be removed. In other 
words, the mean filter is useful when only a part of the image 
needs to be processed.   

 

Figure 4: Input to Mean Filter corrupted with salt and pepper noise    

 

Figure 5: Image after Mean Filtering 

When the image is corrupted with salt and pepper noise, it 
looks as shown in Image 3.3. When Figure 5 is subjected to the 
LMS adaptive filtering, it gives an output image shown in 
Figure 6. Similar to the mean filter, the LMS adaptive filter 
works well for images corrupted with salt and pepper type 

noise. But this filter does a better denoising job compared to 
the mean filter.   

 

Figure 6: Input to LMS adaptive Filter corrupted with salt and pepper 
noise 

 

Figure 7: Image after LMS adaptive Filtering 

The median filter also follows the moving window 
principle similar to the mean filter. A 3×3, 5×5, or 7×7 kernel 
of pixels is scanned over pixel matrix of the entire image. The 
median of the pixel values in the window is computed, and the 
center pixel of the window is replaced with the computed 
median. Median filtering is done by, first sorting all the pixel 
values from the surrounding neighborhood into numerical 
order and then replacing the pixel being considered with the 
middle pixel value. Note that the median value must be written 
to a separate array or buffer so that the results are not corrupted 
as the process is performed. Figure 3.7 illustrates the 
methodology. 

Neighborhood values: 

115,119,120,123,124,125,126,127,150 

Median value: 124 

 

Figure 8:  Concept of median filtering 
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Figure 8 is the image corrupted with salt and pepper noise 
and is given to the function medfilt2() for median filtering. The 
window specified is of size 3×3. Figure 10  is the output after 
median filtering. It can be observed that the edges are 
preserved and the quality of denoising is much better compared 
to the previous images.   

 

Figure 9:  Input to median filter 

 

Figure 10 Output from median filter 

III. PROPOSED WORK 

A digital image is a collection of pixels arranged in a 
rectangular two dimensional (2D) array. For a gray-scale 
(black and white) image, we obtain a scalar intensity value at 
each of the pixel locations. These intensity values are usually 
quantized between 0 and 255. Hence, a digital image 
corresponds to a matrix of discrete values in the range of     [0 -
255]. Consider the example of figure 11. 

 

Figure 11: A digital image is essentially a matrix of integers in [0 -255] 

Images captured of the real world objects (scenes) are 
prone to random fluctuations in the observed intensity values. 
This variation in the intensity values is referred to as image 
noise. It is an unavoidable by-product of the image capture 
process and it predominantly arises from the sensor and 
circuitry of the digital camera. Figure 12 shows a noisy image. 

 

Figure 12: (left) ``office'' image WITHOUT noise. (Right) ``office'' image 
corrupted WITH noise. 

The process of removing noise from an image is known as 
noise reduction or denoising. A standard denoising technique is 
the convolution of the image with a 2D Gaussian distribution. 
The formula is shown below: 

G(x,Y)=1⁄√2πσ2   exp-(x2 + y2)/2σ2 

Smoothing is a process by which data points are averaged 
with their neighbors in a series, such as a time series, or image. 
This (usually) has the effect of blurring the sharp edges in the 
smoothed data. Smoothing is sometimes referred to as filtering, 
because smoothing has the effect of suppressing high 
frequency signal and enhancing low frequency signal. 

 

 

Figure 13: A zero mean 2D Gaussian with σ=1 

In practice as the image contains discrete pixel locations, 
the Gaussian distribution needs to be approximated using a 
convolution kernel before the convolution operation can be 
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performed. Figure 4.4 shows a 2D Gaussian convolution 
kernel. 

Figure 14: The 5*5 convolution kernel of a Gaussian with  σ=1 

we consider a linear isotropic diffusion process on an image 
domain for the task of denoising. The linear isotropic diffusion 
process can be described by: 

Әu/Әt=div(dΔu) 

u(x,y,0)=I(x,y) 

Where d is a scalar constant diffusivity, I(x,y) is the initial 
noisy image, u(x,y,t) is the image obtained after a diffusion 
time t . Note that here u(x, y,t) represents the evolving intensity 
distribution corresponding to the evolving concentration 
distribution c(x,y,t) . 

IV. RESULT AND IMPLEMENTATION 

In this section we explain our result. For this we taken five 
parameters Average absolute difference, signal to noise ratio 
(SNR), peak signal to noise ratio (PSNR), Image Fidelity and 
Mean square error as shown in table 1. 

 We start the comparison taking consideration with 
blur as shown in figure 15 and the result is shown in table 1. 

 

Figure 15: Considering Blur Parameter 

Table 1: Comparison Considering Blur Parameters 

Parameters 
Proposed 

(Blur) 
Proposed 
(Noise) 

Proposed 
(Blur + 
Noise ) 

Average absolute 
difference 

0.000000 0.002409 0.000593 

signal to noise ratio 
(SNR), 

259 13.56 14.34 

peak signal to noise ratio 
(PSNR) 

297 49.45 50.46 

Image Fidelity 0.000253 -0.041 -0.089 

Mean square error 0.000000 0.002677 0.004275 

 

Then we consider images with noise parameters as shown 
in figure 16 and the result is shown in table 2. If we compare 
the result of table 3 with table 2, it shows good result. 

 

Figure 16:Considering Noise Parameter 

Table 2: Comparison Considering Noise Parameters 

Parameters 
Proposed 

(Blur) 
Proposed 
(Noise) 

Proposed 
(Blur + 
Noise ) 

Average absolute 
difference 

0.006374 0.0033 Null 

Signal to noise ratio 
(SNR), 

5.64 14.45 Null 

Peak signal to noise 
ratio (PSNR) 

42.89 50.78 Null 

Image Fidelity -0.31 -0.039 Null 

Mean square 

 error 
0.0154 0.0022  

Then we consider images with noise and Blur parameters as 
shown in figure 17 and the result is shown in table3. 

 

 

Figure 17:Considering Noise and Blur Parameters 

Table 3: Considering Blur and Noise (Salt and Pepper) Parameters 

Parameters 
Proposed 

(Blur) 
Proposed 
(Noise) 

Proposed 
(Blur + 
Noise ) 

Average absolute 
difference 

0.001313 0.002445 0.000638 

signal to noise ratio 
(SNR), 

-44.00 11.83 12.87 

peak signal to noise 
ratio (PSNR) 

-6.80 48.14 49.17 

Image Fidelity -18998 -0.06 -0.05 

Mean square error 1193 0.0039 0.0030 
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After performing the above comparison we can show that 
the result is better in comparison to the traditional methods. 

V. CONCLUSION AND FUTURE WORK 

We observe that image contains a large amount of 
redundancy in plain areas where adjacent picture element has 
almost the same values which means the pixel values are 
highly correlated. In addition, image can contain subjective 
redundancy, which is determined by properties of a human 
visual system (HVS). 

In this dissertation we have presented a method for image 
denoising. The process of removing noise from an image is 
known as noise reduction or denoising. A standard denoising 
technique is the convolutions of the image with a 2D Gaussian 
distribution. We apply sampling and convolution which is 
based on Weiner filters. We also provide comparison on the 
basis of five parameters Average absolute difference, signal to 
noise ratio (SNR), peak signal to noise ratio (PSNR), Image 
Fidelity and Mean square error. The result is better in 
comparison to the previous technique.In this dissertation we 
have presented a method for image denoising which is based 
on noise and blur both. A standard denoising technique is the 
convolutions of the image with a 2D Gaussian distribution. We 
apply sampling and convolution which is based on Weiner 
filters and PDE. 

Since selection of the right denoising procedure plays a 
major role, it is important to experiment and compare the 
methods. As future research, we would like to work further on 
the comparison of the denoising techniques. If the features of 
the denoised signal are fed into a neural network pattern 
recognizer, then the rate of successful classification should 
determine the ultimate measure by which to compare various 
denoising procedures. Besides, the complexity of the 
algorithms can be measured according to the CPU computing 
time flops. This can produce a time complexity standard for 
each algorithm. These two points would be considered as an 
extension to the present work done 
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