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Abstract 

As the high volume of a variety of data 

generation creates the hurdle to process, store, 

and handle with traditional database systems. To 

deal with such mixed format data many 

organizations currently using NOSQL database 

technology along with RDBMS as well as using 

various analytical tools in support. Due to its 

scalability property, the evolution of NOSQL 

databases performed with a multimode cluster 

environment. Still, there are startup 

organizations that are seeking for use of NOSQL 

databases in their projects with minimum 

infrastructure. This paper describes about the 

wide column store database –Cassandra which is 

widely used by the industries due to its huge set 

of characteristics. This research paper details the 

performance evaluation of Cassandra on 

standalone infrastructure with three different 

datasets and with various client threads. The 

parameter for comparison consists of 

Throughput, Runtime, and Latency. Also at the 

end Statistical Analysis of results with ANOVA 

has been presented. 
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1. Introduction 
IDC forecasts growth in wearable devices from 

2018 – 2019 in 3%; There were 28.3 million 

wearable devices sold in 2016 and estimates that 

198 million will be sold in 2019. They predict 

that, between 2016 and 2022, IoT devices are 

expected to increase at a rate of 21 percent, 

driven by new use cases. In 2018, mobile phones 

are expected to be surpassed in numbers by IoT 

devices, which include connected cars, 

machines, meters, wearable, and other consumer 

electronics. 

Much of that data is unstructured, in terms of 

Documents, photos, audio, videos, and other 

unstructured data can be difficult to search and 

analyze. 

The IDG report found that from 2015 to 2016 

14% grows unstructured data. The data 

generated from multiple sources like IoT, 

Internet, Mobile devices, Communication, Social 

Media, and sensor devices. That data obtained in 

multiple formats so-called semi-structured and 
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unstructured data. To manage this volume of a 

variety of data at real-time process new 

technologies emerge as NOSQL that is “Not 

Only SQL”, Hadoop Framework, and its various 

tools.  

Nowadays there are more than 225 

NOSQLdatabases are available. These databases 

are categorized into four main categories as 

below: 

1) Document Store Database 

2) Column Wide store Database 

3) Key Store Database 

4) Graph Store Database 

The main focus of this paper is on the Wide 
Column store database –Cassandra which is 
widely used by many applications like social 
networking websites, banking, and finance, real-
time data analytics, online retail, etc. 

 
The remaining part of this paper is organized as 
follows. Section 2 Literature Review, Section 3 
Cassandra summary, Section 4 Experimental 
Evaluation Section 5 Statistical Analysis, Finally 
Section 6 presents conclusions. 
 

2. Literature Review 

For conducting literature review various 

oapers,white papers collected from Research 

gate, Academia,IEEE explore etc in the duration 

of 2011 to 2019. 

[1] Testing and evaluation are done with 

Mongodb, HyperDb, and MySQL.[2][4] present 

the theoretical differences of NOSQL databases. 

[2] Comparative analysis table of NOSQL 

databases DynamoDB, Riak , Voldermort, 

Tokyo Cabinet, CouchDB  MongoDB, 

RavenDB, Cassandra, Hbase, Neo4j has been 

illustrated. 

[3] presented the comparison of NOSQL 

databases out of which MongoDB, Redis, and 

OrientDB are databases optimized to perform 

read operations, whereas Colum Family 

databases, Cassandra and HBase, have a better 

performance during execution of updates. 

[4] The analysis of  MongoDB,Redis, Scalaris, 

Tarantool and OrientDB , Cassandra and HBase 

done and noted that Tarantool is the best 

database as it shows good execution times for all 

types of workloads. 

[5] Comparison of Mongodb,Cassandra and 

HBASE performed. This paper also 

demonstrated evaluation of cassandra for an 

industry specific use case and results are 

published. 

 [6] presented their research work on Cassandra, 

Mongodb and Hbase. The comparison factors are 

classified as Node Capacity, Number of nodes 

and Replication. 

[7] provides the use cases of 

Mongodb,Hbase,Redis,Dynamo,Cassandra and 

Couchdb. 

 [8] authors conducted experiment on three 

NOSQL databases Mongodb,Cassandra and 

Raik. Tests performed on application of 

Electronic Health Record (EHR) system.[17] 
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author evaluated Mongodb,Cassandra and 

Couchbase. MongoDB provides greater 

performance than Couchbase or Cassandra. 

[9] Experimented with MongoDB, Cassandra 

and HBase .YCSB was used for tests. The focus 

of test was on horizontal scalability under 

different workload conditions with varying 

dataset sizes. 

[10] used 5 virtual machines for testing  Redis, 

MongoDB, Couchbase, Cassandra, HBase with 3 

workloads . In this all three tests, Redis showed 

the best performance. 

[11] MongoDB, Cassandra and Redis selected 

for experiments of integrity and availability. 

Result displayed that integrity of the data is 

affected, even in the presence of simple faults. 

[12] provides comparison of in memory 

databases, MongoDB  

Redis,Memcached,Cassandra  and H2. Sorted 

result for Read-Cassandra, Redis, Memcached, 

MongoDB, H2. Cassandra provides efficient 

memory usage. 

[13] presented the  comparison and analysis of 

MongoDB and CouchDB for Twitter use case. 

For all four operation count,overall MongoDB 

performs well for these kind of applications. 

[14] provides the comparison between Mongodb 

and Couchdb. The results suggests that 

MongoDB works better than CouchDB for 

CRUD operations 

[15] provides an analysis and performance 

evaluation of  Cassandra, Hbase, and MongoDB 

for E-Health clouds. Among the three databases, 

Cassandra found to be best solution for E-Health 

clouds since provides higher throughput , HBase 

works well for complex read and write 

operations. 

[16] Performs evaluation on 3 servers with 

Mongodb and Cassandra for 2 workloads. 

Conclusions approve that MongoDB performs 

better than Cassandra for workload B i.e mostly 

read workload, while Cassandra beat MongoDB 

for workload Q i.e update heavy workload. 

[17] perform experiment on MongoDB, 

Couchbase, Cassandra, HBase .Different size of 

record sets considered as 

1000,5000,10000,50000. 

 

Various work on performance evaluation have 

been done and yet many of the researcher 

working on different aspects of database 

performance. As the need for high performances 

arises the small industries also seeking for use of 

NOSQL database for their project work with 

small amount of infrastructure. This study focus 

on this issue and perform the research work in to 

this area of problem. 

 
3. Database Configuration: 

 
In column family data stores, data is arranged in 

the form of columns, and a set of columns 

produces the row. It uses the concept of 

“Keyspace”. Create a Keyspace command 

contains strategy and replication factor as basic 

parameters. The keyspace contains all the 

column families, which contain rows, which 
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contain columns single row can contain n 

number of columns corresponding to it. The 

Column family represents the group of related 

data contents, and it can be accessed together. In 

column family stores a key identifies a row and a 

row can have multiple columns. In column 

family stores, all the rows do not need to have 

the same columns and a column can be added to 

a row at any time without affecting other values. 

It is designed for rows with many columns and 

can even handle millions of columns. Columns 

can be nested within columns called super 

columns. Further, it is simple and effective to use 

in a real-time scenario.  

Apache Cassandra was developed by Apache 

Software Foundations and was released in 

2008. It was developed using Java. It is 

based on Amazon‟s Dynamo model as well 

as Google‟s Big table. Because of that, it 

contains concepts of key-value stores and 

column stores.  

Cassandra system is a distributed database 

system which was composed of lots of 

database nodes. In  a Cassandra cluster, for 

achieving scalability more nodes can be 

added. Cassandra also supports rich data 

structure and powerful query language.  

Cassandra is being used by Adobe, Digg, eBay, 

Twitter, etc. It can be used for a variety of 

applications like social networking websites, 

banking, and finance, real-time data analytics, 

online retail, etc. [4] [11] [13][26] [28][29] 

FEATURES OF CASSANDRA:  

1) It has a dynamic schema.  

2) Cassandra has a peer-to-peer distribution 

model, 

3) Cassandra datasets are partitioned 

horizontally by consistent hashing 

4) support range queries. 

5) High scalability: a single point of failure 

does not affect the whole cluster, and it 

supports linear expansion. 

6) Cassandra is often communicated as 

being an eventually consistent data store.  

7) Cassandra uses its own CQL Cassandra 

query language to interact with its 

column family data model. 

8) Cassandra offers atomicity at the column 

family level, it does not guarantee 

isolation and no locks. 

9) It offers a feature like high availability, 

partition tolerance, persistence.  

10) For intra communication,Cassandra uses 

a gossip protocol so that each node can 

have state information about other nodes. 
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FIGURE 1:CASSANDRA DATA MODEL 

 

 

 
 
FIGURE 2:CASSANDRA CQL INTERFACE 

 

The above figure displays the Cassandra 
interface through which CQL commands can 
run.  
 

4.BENCHMARKING TOOL  

Author used an existing tool provided by 
Yahoo, called the YCSB, to execute these 
benchmarks. A important design goal of 
this tool is extensibility as it can be used 
to benchmark new cloud database systems. 
Author have used this tool to measure the 
performance of Cassandra. This tool is 
available under an open source license. It 
has ready adapters for different NoSQL 
Databases. YCSB tool allows 
benchmarking multiple systems and 
comparing them by creating “workloads”. 
Using this tool, one can install multiple 
systems on the same hardware 
configuration, and run the same workloads 
against each system. The architecture of 
YCSB is as shown in figure 2 

 
 

 
 
Figure 2: The YCSB Architecture [3] 
 
 

 
5. Experimental Evaluation : 

 
 For experimenting standalone machine with 

Windows 10, 500GB HDD,8 GB RAM with 

Intel Core i5 have been used. Three different 

datasets have to be generated for conducting the 

test as 0.1 Million,0.3 Million, and 0.5 Million 

record size. And Five different workload namely 

Workload A(50/50), Workload B (95/5), 

Workload C(100/0), Workload W(5/95), and 

Workload H(0/100). Experiments performed in 

two phases as the Load Phase and Run Phase. 

The Run Phase evaluated with different 11 client 

threads. 

 
 
 

a) Threadcount Vs throughput  
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Fig 3: Workload A- Thread Count Vs Throughput                 
 
 

 
 
Fig 4: Workload B- Thread Count Vs Throughput  

 

  
 
Fig 5: Workload W- Thread Count Vs Throughput  

 
 
 

 
 
Fig 6 : Workload H- Thread Count Vs Throughput                    

 
For Read workloads, in Fig 3,Workload A the 
throughput for the large dataset is 2X times more 
than 0.1 million as well 0.3 Million dataset and 
in Fig 4, Workload B  the throughput for the 
large dataset is 7X times more than 0.1 million 
as well 4X times more than the throughput of 0.3 
Million dataset Comparison shows that the 
throughput values for 0.5 Million dataset are 
higher than the throughput values for 0.1 million 
dataset and 0.3 million dataset. 
In fig 5, For Workload C, the throughput for 0.5 
Million dataset is 8X times more than throughput 
for 0.1 million as well 7X times more than for 
0.3 Million datasets. 
In fig 6, For Workload W, For write intense 
workload values show that the throughput for 0.5 
Million dataset is 2.5X times more than 
throughput for 0.1 million and throughput of 0.3 
million is 2X times more than for 0.1 Million 
datasets.  
Similarly, for Workload H, the maximum 
throughput for 0.1 million dataset is 6768.70 
ops/sec; for  0.3 Million dataset maximum 
throughput is 11130.45 ops/sec. And for 0.5 
Million dataset maximum throughput is 
14919.56 ops/sec for thread count 64.  These 
values show that the throughput for 0.5 Million 
dataset is 2.2X times more than throughput for 
0.1 million and throughput of 0.3 million is 1.7X 
times more than for 0.1 Million datasets.  
It has been noted that with write intense 
workload Cassandra provides better throughput 
results. 
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b) Workload Vs Runtime 
The following table gives the result of runtime in 

Sec for workload A-H for three datasets namely 

0.1M, 0.3M and 0. 5M 

 

Table 1 : Runtime for Workload A-H  
  

              
 
 
 
 

  
 
 

 
 

From the above figure it has been observed that , 

For workload B and C cassandra took less 

runtime whereas for Workload W and H which 

are leads to the write operation, Cassandra took 

more execution time as data size goes increases. 

c) Operation Count Vs Latency 

Here for latency measurement Average latency 

of Read and Average latency of Write 

considered for comparison.  Out of 11 threads 

latency considered for first thread only.  

 

 

 

Fig 8: Workload Vs Runtime (sec) 

 

 

Fig 9: Operation Count Vs Read Latency    

 

Fig 10: Operation Count Vs Write Latency 

 

Above figure 9 represent Read Latency and 
figure 10 represent Write latency for workload 
A-H. In case of read-intense workload the Read 
latency and Write latency is quite linear but for 
Write intense workload the write latency is lesser 
than read latency.  
 

6. Statistical Analysis 
 

The Two Way ANOVA performed on the experiment 

results in values of throughput. The result of the 

ANOVA test is presented below: 

 

Workload 
0.1 
Million 

0.3 
Million 

0.5 
Million 

A 28.812 427.345 152.48 

B 39.452 91.101 25.12 

C 27.422 92.483 34.231 

W 36.066 187.32 500.327 

H 33.886 178.12 1029.35 
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Table: TWO WAY ANOVA DATABASE-CASSANDRA -THREADCOUNT-DATASET 

ANOVA 
      Source of Variation SS df MS F P-value F crit 

Sample 1.97E+09 4 4.93E+08 75.27185 7E-35 2.431965 
Columns 6.08E+09 2 3.04E+09 464.2017 5.6E-65 3.056366 
Interaction 3.89E+09 8 4.86E+08 74.24312 2.71E-48 2.000625 
Within 9.83E+08 150 6552695 

   
       Total 1.29E+10 164         

 

From the said ANOVA table. We find that the 
differences concerning an Increase in a data size 
are significant at a 5% level as the calculated 
value of F i.e 464.2017 which is more than its 
critical value 3.05636. Here p-value is 5.6E-65 

which is less than 0.05, it means differences 
between means must have the strongest 
statistical significance. Here We can say that the 
increase in a dataset size has a significant 
difference in Cassandra database throughput. 

 
 

7. Conclusion 
    

NOSQL databases have gained the most 
popularity in the industries. Now even small IT 
organizations are also seeking the use of Big 
Data technologies like NOSQL databases, 
Hadoop, and its tool. 
This paper analyzes the performance of 
Cassandra on a standalone Machine with 
limited infrastructure. The experiments 
conducted with three different data set as 0.1 
Million,0.3 Million, and 0.5 Million. The run 
phase executes with 11 client threads. Later 
the machine was not responding in a good 
way. Five different workloads have been 
considered for the analysis as workload 

A( 50% Read -50 Write), Workload B (95% 
Read -5% Write),Workload C (100% Read -
0% write ),Workload W(5% read -95% Write) 
and Workload H (0% Read -100% Write). In 
the case of Throughput, the result noted that 
the increase in a dataset size has a significant 
difference in Cassandra database throughput.  
 
In the case of Runtime, Cassandra took less 
execution time as data size goes increases for the 
write-intensive workload. In the last case of 
latency measurement, Cassandra shows 
consistent performance for Workload B and C of 
Read latency and Write Latency. But for 
Workload H shows less write latency. 
Measurement of Latency and Runtime 
considered for a single thread. Results may vary 
if these values considered for maximum 
throughput thread or average values. Overall 
Cassandra works well for a standalone machine 
with a certain number of threads provided that 
enough hardware requirements. 
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