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Abstract

This project presents the improvisation of
Gabor filter design using verilog HDL. This project
details important enhancement made to the sizing
problem and the coding style that synthesizable. The
main characteristics of the proposed approach were to
replace the parallel MAC to a serial MAC where the
convolution matrix takes place. The CORDIC algorithm
is a technique that can be used to compute the value of
trigonometric functions. CORDIC differs from other
methods of computation because it can be easily
implemented using only addition, subtraction and bit
shift operations. It is not as fast as table-based methods,
but it can use significantly less chip area, making it
desirable for application where area is more important
than performance.

Key Words: Gabor, cordic, pipeline.

1. INTRODUCTION

The CORDIC algorithm is a technique that can be used
to compute the value of trigonometric functions.
CORDIC differs from other methods of computation
because it can be easily implemented using only
addition, subtraction and bit shift operations.

It is not as fast as table-based methods, but it can use
significantly less chip area, making it desirable for
application where area is more important than
performance

This document shows the suggested format and
appearance of a manuscript prepared for SPIE journals.
Accepted papers will be professionally typeset. This
template is intended to be a tool to improve manuscript
clarity for the reviewers. The final layout of the typeset
paper will not match this template layout.

2. Algorithm

The steps for CORDIC algorithm are:

Get the angle and store it in Angle. Store the pre-
calculated arctan values in

an array.

Assign X = 0.607252935 (i.e., X=T), Y=0

Find X’ and Y’

If sign of Angle is positive then X =X-Y Y=Y + X’
else ( If sign of Angle is negative ) X =X+Y Y=Y -
X’

Repeat steps (3) and (4) till the Angle approaches 0

Print .Value of cos =. X

Print .Value of sin=.Y

Exit

2.1 CORDIC Hardware

A straight forward hardware
CORDIC arithmetic[9] is shown
below in figure 2.2. It requires three registers for x, y
and z, a look up table to store

the values of arctan(2-i ) and two shifter to supply the
terms 2—ix and 2—iy to the

T

Figure 2.1: Hardware elements needed for the CORDIC
method

implementation for

It has a total of 13 stages, including 11 stages CORDIC
iterations, and 2 stages adjustment before them. The
architecture of the iterations is depicted in figure 2. 1.
Values are point fixed to 11-bit, where MSB for sign bit
and the lower 10-bit on behalf of the decimal bits, and
range within [-1,1). But to ensure accuracy, before
iterations, the input X0, YO are left-shifted 12-bit,
meanwhile Z0 is left-shifted 4-bit. After 11 times
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iterations, the Zout is close to 0. Take the high 11-bit of
X11 and Y11, we can get the corresponding cosine and
sine values.

MAIN USES

REALIZATION OF ROTATIONS
CALCULATION OF TRIGONOMETRIC
FUNCTIONS
° CALCULATION OF INVERSE
TRIGONOMETRIC FUNCTION tan[J1(a=b)
) CALCULATION OF pa2 + b2, etc.
° EXTENDED TO HYPERBOLIC
FUNCTIONS
. DIVISION AND MULTIPLICATION
. CALCULATION OF SQRT, LOG, AND EXP
. FOR LINEAR TRANSFORMS, DIGITAL
FILTERS, AND SOLVING LIN. SYSTEMS

MAIN APPLICATIONS: DSP, IMAGE PROCESSING,
3D GRAPHICS, ROBOTICS.

3. Memory arrange

The memory block was used to store the image pixel.
Discrete image convolution (or non-recursive FIR
filtering) is one

of the most critical steps in digital image processingDue
to computation flow transformation and

memory-logic integration, we were able to exploit the
excessive bandwidth inherent in memory and achieve
the fine-grain parallelism of computations. Estimations
show that the architecture is

suitable for a real-time TV and HDTV picture
convolution with very large kernels and can be
implemented on a single VLSI chip. Algorithms
involved n image recognition, correlation,
enhancement, usually demand convolution by dynamic
range kernels, with sizes varying from 2 x 2 and 3 x 3
(for the first order methods) up to 16x 16 or 24x24

e I!
Hyd

(1]

Figure 3 matrix convolution

The Figure. 3 illustrates the matrix convolution to
calculate the enhanced image pixel as Eq. 3 assuming
Wg=11. In Figure. 3(a), each small box represents a
pixel of fingerprint image. The gray 11x11 array is the
convolution matrix, the central black box of which is the
current pixel that should be convoluted. The Figure. 3(b)
shows the sequence of pixels to be convoluted, and the
gray boxes represent the overlapping convolution
matrixes. In fact the “Z” shape memory [13]reading
method can reduce the times of visiting the bus to get
image pixel, since each adjacent matrix has 10x11 pixels
same with each other.

3.1 The system operation

We assume that before processing, the first half of
image is written into the FMA in a way that x(i,j) is
stored in memory cell, Qi,j. Also, we assume that the
kernel parameter K is set on register R1 through the
following masking of the register bits:

L[ 1 ifogig(M-K)
Hl{i]_{ 0 otherwise

Figure 3.1(a) illustrates the pixel distribution in the
memory array and initial state of the register R1 for a
simple example of 4 x 4 image and 2 x 2 kemel. Let us
assume for simplicity that all B registers in the PES be
initially null.
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The initial FMA state

Image (X)
Xon| Xoa| %0202 | Kemel pan
o[ %10 ®iz[ 2 Wyp | W,

0,1

Xon| Xen | ¥22| %aa W, lw

10| Y
30| %a0 | %oz %aa

(a)

| w PE(D) PE(1) PE(2) B(3)
1| wi0,0) | wiD,0px(0,0) | wi0,00x(0,1) | wiD.0m(0,2) 0
w(0,0)%{0,0)+ | w(0,00x{0,1}+ | w(0,00x(D,2)+
w(0,10,1) | wiDx(0.2) | w(0,1)x{0,3)
w0, 000,00+ | we(D,00(0, 1)+ | w0, 0)x(0,2)+
3 [WILTH] wio0pd0.0) | w(,1)xi0.1)+ | w(D,11x0:2)+ [ w(,1}x(0,3)+
wil, (1,1} | w1, 1hm(1,2) | w(1,1)x(1.3)
wi(0,00x(0,0)+ | w(0,00%(0,1)+ | w(0,03x(0,2)+ | w(0,0)x{0.2}+
o [wit,gy [WOIXOD+ f w(o,1)x(0.2)+ w0, 1)x(0,3)+ | wi{0,1x(0,3)}+
U Wit A, 0 Lt 11,20 (w0 (1,30 | WO ADe(1.3)
wil, (10} w1 0p(1,1) | w(t.0(1.2)

5 |wi00) | wi00h(1.0) | wiD,0x(1,1) | w(000x{1.2} 0

2 wi0,1) | wi{0,0)(0.0)

Figure 3.1. Illustration of the convolution process on
example of 4 x 4 image and 2 x 2 kernel

The convolution begins with reading the memory cells
row Q(i)k<i<(M) to the PES and sending the

coefficient, w(0O,0), to the register Rw (step 0). We
assume that all B registers in the PES are initially null.
In the next consecutive n clock cycles the Rw shifts 2
bits to the right broadcasting its LSB values to all the
PES. During this time, each PE in the array multiplies
its own pixel by the broadcasted values and adds the
product to the partial sum, taken from its register B.
Since PES with select lines ¢(i) = 0 compute zero
products, the intermediate results will be changed only
in the (A4 - K) PES, shown by grey patterns. The first
row in Figure 3.1(b) depicts the results saved in the
registers B of the PES after the first computation phase.
With each new coefficient, the register R1 is circularly
shifted one bit to the right, and the computationalprocess
is repeated. Thus during the K phases, the (A4 - K) x (N
- H ) partial sums calculated in the first phase are
iteratively moved along the rows (K - 1) times; each
time accumulating the result computed at the FM they
visit. When a new element of the kernel row enters the
array, we read the next row of the Q cells and compute
the results without shifting them between the PES (see
the third row in Figure.3.1(b). Then we move in the
opposite direction implementing the zigzag scan. As
Figure 3.1(b) shows, the accumulation process is
dynamic; unlike those of other architectures. The sum
computed in the PE(0) in phase 7 = 1 travels the (M - K)
PES in the zig-zag direction each time accumulating a
new partial product. Generally, after (K x H ) phases, all
the kernel values are processed and all the (M - K)
convolution results are available simultaneously in
registers B of the PES. These results are then saved in
the output buffer 2, and the process is repeated again N -
H times starting with reseting of registers B.

3.2 Convolution between image pixel and coefficient
kernel

In this chapter it discusses on the method of
convolution between coefficient kernels with the
image data in the memory. It discusses on the flow
of which image data will be
Convolute with the kernels and the next data to be
convolute. This methodology was very important as it
will determine on how the control logic unit need to
control the flow of the data and the arithmetic process.
Figure 2.3 may better explain on the flow of the
convolution between image pixel and coefficient
kernels.
From the figure 2.3, it well explains on how the matrix
convolution took place. Firstly the pixel D11 is
convolute with the kernel. The value of D11 after
convolution is

D11=(D00xW11)+(D01xW12)+(D02xW13)+(D10xW2
DH+(D
11xW)+(D12xW23)+(D20xW31)+(D21xW32)+(D22x
W33).

The next pixel is

D12=(D01xW11)+(D02xW12)+
(D03xW13)+(D11xW21)+(D12xW22)+(D13xW23)+(D
21xW31)+(D22xW32)+(D23xW33).

The sequence of next pixel to be convolute is show in
figure 3.2.

S 2

’ ok

A : 2,
next step ) 7

Dsp (D3 (D32 | D33 [Dag D3y [D31 |Dsa |Ds3 (D
Dyp (D1 {Daz [Dys [Dag Dyg [Day |Daz {Dys (Dag
() (b)

) .
9477 = pixels already grabbed
B - convolution matrix

O = central pixel
Figure3.2convolution sequence
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Gabor Filter

In image processing, a Gabor filter, named after Dennis
Gabor, is a linear filter used for edge detection.
Frequency and orientation representations of Gabor
filters are similar to those of the human visual system,
and they have been found to be particularly appropriate
for texture representation and discrimination. In the
spatial domain, a 2D Gabor filter is a Gaussian kernel
function modulated by a sinusoidal plane wave. The
Gabor filters are self-similar: all filters can be generated
from one mother wavelet by dilation and rotation.

Its impulse response is defined by a
harmonic function multiplied by a Gaussian function.
Because of the multiplication-convolution property
(Convolution theorem), the Fourier transform of a Gabor
filter's impulse response is the convolution of the
Fourier transform of the harmonic function and the
Fourier transform of the Gaussian function. The filter
has a real and an imaginary component representing
orthogonal directions. The two components may be
formed into a complex number or used individually.

Gabor filters offer both frequency and
orientation selective properties. It’s appropriate to use
Gabor filters as band-pass filters to remove the noise and
preserve true ridge/valley structures of fingerprint.
Making use of the frequency and orientation properties
of the fingerprint image, the Gabor filter is defined by a
cosine function multiplied by 2-D Gaussian function.

A Gabor filter is linear filter whose impulse response is
defined by a harmonic function multiplied by Gaussian
function. The Fourier transform of a Gabor filter’s
impulse response is the convolution of Fourier transform
of harmonic function and the Fourier function of
Gaussian function. This is the formula of the complex
Gabor function:

g(x,y) =s(X,y) WX, y)

4.2 The complex sinusoid carrier
The complex sinusoid is defined as follows,
S(x, y) = exp (j (27(u0 x +v0 y) + P))

where (u0, v0) and P define the spatial frequency
and the phase of the sinusoid
respectively. We can think of this sinusoid as two
separate real functions, conveniently allocated in the real
and imaginary part of a complex function.

The real part and the imaginary part of this sinusoid are
Re(s(rx.y)) = cos(2mlugz +wy)+ P)

Im(s{z,y)) = sin(2m(ugx+voy)+ P)

The parameters u0 and v0 define the spatial frequency of
the sinusoid in Cartesian coordinates. This spatial
frequency can also be expressed in polar coordinates as
magnitude FO and direction ®0:

y o 5
Fn =  sfupg® 4+ wp?

1 {"]
L) = tan— * -
U

wngp = Fp cos wy

vg = Fp sin wo

Using this representation, the complex sinusoid is

s(x,y) = exp(j (2nFg (x cos wo + y sin wp) + P))

4.3 The Gaussian envelope

The Gaussian envelope looks as follows

w,.(r,y) =K exp (—E (n'-] (x — .r'u}rj + b2 (y — _-!m:i'f))

Where (x0, y0) is the peak of the function, a and b are
scaling parameters of the

Gaussian, and the r subscript stands for a rotation
operation such that
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(r —xp)cosf + (y — yo) sinf

{ e o —
\-L — I -'|:|~ =

(¥ —w), = —(z—xz¢)sinf+ (y—yp)coss

So the general function of Gabor filter can be
represent as below

e s

o
Glx,v.6.f, }=rexp+lj ;—— . }.cos{l;rﬁxe )

LUy

X, _,_ sinf cosfx
Vsl |-cosf smé ||y
where 0 is the ridge orientation respected to vertical
axis, f0 is the selected ridge frequency in x0 — direction,
ox and oy are the standard deviation of Gaussian
function along the x0 and y0 axes respectively and the
[x0, yO] are the coordination of [x,y] after a clockwise
rotation of the Cartesian axes by an angle of (90-0).
Referring to the function in (1), this function can be

decomposing into two orthogonal parts, one parallel and
the other perpendicular to the orientation ¢ .

up2 ve2

Su2 5172] }cos(27rfu<p)

hwv; o, f) = exp{—5 [

Ugp =UCOSQ-+VSing
Vo=-USIN@+vcosy

Where ¢ and f are local ridge or valley’s
orientation and frequency respectively. du and dv are
the space constants of the Gaussian envelope along u
and v axes, respectively, which both are set to 4.0 based
on empirical data. To facilitate the computation and
raise the memory efficiency, we use [-1,1) to represent
[, ©) for the input angle of CORDIC module. As a
result, after some transformation, Eq. 1 can be modified
as blow:

h(u,v; @, f)=exp{ —% r*}cos(21)

(2)
1= (fu)cos@+(fv)sing

2.2, 2
r=u+v

In digital signal processing, the output of the signal
was the convolution between the input signals with the
filter coefficient. So mainly, the digital filter circuit was
the circuit

to convolute the input signal with the filter coefficient.
In digital image processing, the image was presented in
matrix form or in pixel. So basically the convolution
involves the matrix convolution-convolution between
image pixels with coefficient kernel. Difference filter
have difference method of filtering or sampling input
signal. For this filter, it implemented a memory base
architecture for real-time convolution with variable
kernels[7]. Firstly the input data which was in pixel
format will enter the filter and store it in the memory.
The size of the memory was depending on the pixel size.
If the pixel was 16x16 then the memory size would be
16x16 too. It means that every memory location will
store for value for 1 image pixel. After the image had
been stored in the memory then it would start the
convolution process.

4.4 Configurable Pipelined Gabor Filter (CPGF)

opeiie

- MWo-slage
T pipelined milripdier

Y

o ORDICT o —
== CORDE e g
4

T Tasstager CORTIE mmlulis

Figure 4. Pipelined Gabor Filter

It has counters to generate the address of the local
frequency, orientation and image gray value.
Configuration Register is used to store configuration
information, such as the width and height of fingerprint
image, convolution kernel size and so on. Second, the
Controller can control the convolution process by using
a FSM with three states.

The first state orders ACC (Accumulator) to
accumulate. The second state let the ACC maintain the
original value, because of the halt of the pipeline. The
last State leads the ACC to writes back its value and
then clear itself. Third, the PFM is dedicated hardware
implementation of the matrix convolution described in
Eq. 2 and 3. It reads in the required data from Register
File, address of which is given by the Controller.
Synchronization is achieved by controlling the sequence
of the various addresses. Obviously, the critical path is
the one involving with two CORDIC modules, thus
several pipeline stages are employed to reduce the
critical delay. Moreover, to exploit parallelism, the PFM
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combines uf and vf while the CORDICI is calculating
the sine and cosine of local orientation. And the
multiplication of Exp and G will be performed in
parallel with the calculation of cos(21) in the CORDIC2.
Exponential function to generate Exp results is
implemented by look-up table, for the “r” of Eq. 2 has
only a few possible values. Moreover since the
Convolution kernel here is generated during the process
rather than stored in ROM as a fixed kernel, the
Flexibility is obtained. In fact, for different fingerprints
or different area of a single fingerprint, we can use the
most appropriate kernel to do the convolution to reduce
the noise and enhance the ridge details. Furthermore
before the enhancement we can configure the kernel size
freely to achieve the best enhancement effect without
any additional costs.

Chapter 5: Integrated design testing

Block diagram

B/ i
| cordicunte | SO 4 u—
cos 8 '

Gabor filter

Figure 5.1 integrated block diagram

Figure 5.1 shows the integrated blocks of gabor
filter. This block diagram consists of cordic unit ,
exponent unit , multiplier and is supplied with another
cordic model and gabor filter. The inputs to the cordic
model are 6,u,v,f where 6is angle and u,v are the
orientations of the image and f is frequency . the output
of the cordic unit is the sin and cos after some specified
iterations ( some iterations are given in the chapter 2)
then these values are given to the exponent unit it
generates the exponent of cordic function . output of the
exponent is multiplied with another cordic function . the
output of the multiplier is the desired gabor values.

Simulation Results

Simulation of cos30 result

Simulation of sine30 result

Workspace X

[Statul Type [ Ordd Modified
o Veiog 11 01/12/130931.00F
Veilog 3 0141213033034 F
Verlog 4 01/12/1209:30:42F
Veilog 1 0141213033010 F
Verlog 7 12/31/120350:34 F
Verlog 12 05/02/13 10:44:36 ¢
Verlog 0 01/12/13 092958 F

i
el
€
14
G {2 4x% 10983088

QAKARK

[5] adderv
iim:/test/p1/data_out_mem[S] @ 29999230 na
0 ® % x x % 10983088 12032234 14881380

8 : 16830526 187709672 20728818 22677064 24627110 26576256 28525402 30474545
16 : 32423694 34372840 36321986 38271132 40220278 42169424 44118570 46067716
24 : 4801686z 49956008 51915154 53864300 55813446 S7762592 59711738 61660884
32 : 63610030 65550176 67508322 69457468 71406614 73355760 753040906 77254052
40 : 79203198 51152344 853101490 B8S0S0636 6999782 86948928 90898074 92847220
48 : 94796366 96745512 98694658 100643804 102592950 104542056 106491242 105440388
56 : 110380534 112338680 114287826 116236072 118186118 120135264 122084410 124033556
64 : 12598270z 127931848 129880994 131830140 133779286 135728432 137677578 139626724
7z : 141575870 143525016 145474162 147423308 149372454 151321600 153270746 155219892
80 : 157160038 150118184 161067330 163016476 164065622 166014768 168863914 170813060
88 1 172762206 174711352 176660498 178609644 180558790 182507936 154457082 186406228
96 : 188355374 190304520 192253666 194202812 196151958 198101104 200050250 201989396
04 : 203948542 205807688 207846834 2097095080 211745126 213604272 215643418 217502564
1z : 219541710 221490856 225440002 225389148 227338294 229257440 231236586 233185732
20 : 235134878 237084024 239033170 x x x x x

Figure 5.2 Gabor filter coefficients
Conclusion

Fingerprint recognition is an important biometric
technique for Before the
minutiae extraction, fingerprint image enhancement is

personal identification.
an essential step to ensure that the performance of an
automatic fingerprint recognition system will be robust
with respect to input fingerprint images with different
quality. However, the delay caused by the high
computational complexity of Gabor filter is the main
obstacle for application. As a
computational complexity, Gabor filtering accounts for a
main part of the total processing time, more than 83% ,

step with highly

among all the procedures of enhancement. So the
hardware implementation of the Gabor filter is necessary
and the recognition process will be significantly
accelerated to satisfy the
Proposed a implementation of Gabor filter with a fixed
3x3 convolution kernel, which lacks the flexibility to
adapt to the change of the local frequency and
orientation of fingerprint image. Moreover the 3x3

kernel is too small to filter the noise. Set frequency to

real-time requirement.
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1/6, and provided 8 options of orientation, which results
in 8 5x5 filters. However their work is lack of accuracy,
since in the area around the minutiae the frequency and
orientation could be quite different from the other
region. Reduced options of filters could reduce the
complexity, but it has a bad effect on extracting feature
points.

I implemented our novel Gabor filter with Verilog
HDL and synthesize it by using Synopsys Design
Compiler. The proposed design only occupies a small
area of 63.8k equivalent gate count, but it can achieve
the maximum operating frequency of 250MHz at SMIC
0.13um worst process corner. So, at most it only costs
31.7 ms that a fingerprint image of 256x256 pixels is
enhanced by the proposed Gabor filter.

This paper presents a novel implementation of Gabor
Filter for fingerprint image enhancement. The evaluation
results show that the proposed design yields better
performance, compared to other previous works.
Moreover, its hardware cost is only 63.8k gate.
Therefore, it is very suitable for the embedded
fingerprint recognition system.

I presented a new memory-based architecture for two
dimensional image convolution. Due to the convolution
flow transformation and memory-logic integration, we
were able to obtain a fine-grain computational
parallelism and exploit the excessive bandwidth
available within the memory array. The preliminary
results show that the architecture ensures feasible
solutions for the HDTV image convolution not only by
parameterizable kernels but also by kernels of very large
sizes (up to 19 x 19 coefficients). Future research will be
dedicated to detailed chip design.

In future, maybe this filter can be run
using full version software. Other aspect is to change the
coefficient. This filter is reconfigurable filter. The
coefficient can be change to suit to the implementation.
This filter uses the previous work on Gabor algorithm. If
later someone come up with improve Gabor coefficient
than the coefficient can simply stored into the ROM of
the filter.
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