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Abstract 

We all know the heart attack will kill you in three 

attempts but even a few days in the first attempt 

can be  risky even  also. If we test our safety on a 

daily basis every day then we Its capacity to 

diagnose too many common diseases everything 

used to be precious. Many of us lose theirs 

existence of heart attack.  This is due to their diet, 

age and less Physical exercise, plus a lot more.  

Cardiac attack isn't simple to pin point. The 

Internet of Things (IoT)  is the  popular things in 

future, it can affect communication, health 

monitoring system, business. Using networked 

devices, our physical and mental health knowledge 

will bring about a positive change in the healthcare 

landscape. 

 Recommend that in this effort heartbeat tracking 

and warning program for heart attacks use the 

Internet of Things. It helps surveillance to enter the 

population who don't have easy  access  to an 

appropriate health tracking program. The data 

collected can then be processed using various 

machine learning techniques, and then exchanged 

with medical professionals who can make suitable 

decisions by wireless communication. These 

provide the variety of communication capabilities 

that are offered by the transmitting data existing 

row rates and body temperatures. Heart disease can 

be controlled using machine learning. There is any  

 

nonlinear aspect of Cleveland Heart Disease data 

collection. Improvement of heart attack prediction 

technique by applying the Random Forest Machine 

Learning Model correctly this will benefit patients 

with a lot less cost of getting a prompt diagnosis. 

Objective 

To build a Heart Disease prediction system to 

overcome the shortcomings of the prior Heart 

Disease detection techniques. 

Keywords 

Heart attack, Machine learning techniques, 

PYTHON. 

Related Work 

Dilip Roy Chowdhury has suggested treatment of h

eart disease by neural network sets. His approach p

roduces a novel paradigm by integrating later prob

abilities from Multi-

Layered Perceptron. They applied the procedure on

 the Cleveland heart disease data collection  

with SAS base tools and reached accuracy of 88.07

 per cent.                                        Limitation:- 

They used 94 attributes(which is a great number) 

to train the NN which gives a lesser accuracy of 

75%. 

 Milan Kumari has suggested treatment of Mining 

Classification Methods in Cardiovascular Disease 
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Prediction .  His approach produces Decision 

Tree,Artificial Neural Network . 10-

fold cross validation approach was used in our stud

ies to calculate objective estimation of these predic

tive models. For RIPPER error rates according to h

is findings. 

Limitation:- Accuracy was closer to 80 % which 

could be improved. 

Proposed Work 

Firstly, I collect the data set of heart prediction 

disease. Then Select the dependent attributes from 

the total number of attributes. Apply Machine 

Learning algorithms according to the nature of 

dataset. Then calculate Cross-validate the 

algorithms accuracy.Approache Use for prediction 

of heart attack:- 

Machine learning algorithms used (using 

sklearn library of python). 

1)Linear Regression:- 

Linear regression is one of the most common and 

well-

understood algorithms in statistics and machine-

learning. The majority of data science 

enthusiasts and fanatics of machine learning contin

ue their journey with linear regression algorithms. I

n this post, we'll look at how the linear regression a

lgorithm operates and how it can be used successfu

lly to create stronger models in your machine learn

ing projects. 

Linear Regression is one of the algorithms in mach

ine learning where the outcomes are estimated by t

he use of known parameters associated with the out

put. This is used instead of attempting to assign val

ues into groups, to estimate values within a continu

ous spectrum. The established parameters are used 

to create a steady, continuous slope that is used to e

stimate the unknown or the  outcome. 

2)Logistic Regression :- 
This is a method to evaluate a data set with a depen

dent variable and  

one or more independent variables to estimate the 

outcome of a binary variable, meaning that it can o

nly produce two outcomes.The dependent variable,

 in nature, is empirical. Dependent variable is also r

eferred to as target variable and the determinants ar

e called outcome variable. Logistic regression is a 

particular case of linear regression in which we onl

y predict the result in a categorical variable. Using 

the log function it predicts the probability of the ev

ent. 

3) Decision Tree:- A decision tree is a supervised 

support method that uses a decision graph similar 

to a tree or model and its future consequences, 

including the effects of fortuitous events, capital 

and service costs. It is one way to see a Algorithm 

which describes a situation only.Tree-based 

learning algorithms are among the effective 

supervised methods to instruction, which are 

frequently used. Tree-based approaches allow for 

statistical modeling High accuracy, durability  

and ease of understanding. They are like linear 

models Pretty good for modeling non-linear 

connections. They are adaptable to any problem 

issue (classification or regression) at hand.  

Decision Tree algorithms include as the CART 

(Classification and Regression Trees). Decision 

Tree algorithms are referred to as CART 

(Regression and Classification Trees). 

4) Support Vector Machine:- 
Supporting vector machines or SVM is a supervise

d learning  

algorithm that can be used as supporting vector cla

ssification (SVC) and supporting vector regression 

( SVR) for the classification and regression proble

ms. It is used for smaller datasets,  

because processing takes too long. We'll be focussi
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ng on SVC in this package.Find a condition which 

follows: There is a stalker who sends you emails an

d now you want to develop a function(hyperplane) 

that will specifically separate the two instances, so 

that it will be marked as a spam if you get an email

 from the stalker the following is a example of two 

situations in which you draw the hyperplane, whic

h one you will choose and why? Take a minute to a

ssess the situation ...... 

 

5) Random Forest:- 
Random forest is a supervised learning algorithm, 

used both for classification and regression. Howev

er, it is used mainly for grouping issues. Since we 

know a forest consists of trees and more trees mean

s more healthy forest. Similarly, random forest alg

orithm builds decision trees on data samples and th

en gets the prediction from each of them and event

ually selects the best solution by voting. It is an ens

emble approach that is stronger than a single decisi

on tree, and by multiplying the result it reduces the 

overfitting. 

 

Cross Validation Techniques used: 

1) 3-fold 

2)5-fold 

3)10-fold 

IMPLEMENTATION 

1) Start 

2) Collect the dataset.  

3) Select the dependent attribute.  

4) Preprocess the data.  

5) Analyze dataset for different type of machine 

learning algorithm. 

6) If supervised :  

 6.1) Create training set and testing set using 

10-fold cross-validation. 

 6.2)  Apply supervised learning algorithm.  

 6.3)   Do testing using the test set. 

 6.4)  Show the accuracy. 

7.   Stop  
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VALIDATION TECHNIQUE  
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Conclusion 

Our dataset set had Non-Linear dependency. By 

correctly adjusting the parameters of Random 

Forest we were able to achieve better accuracy. We 

had lesser amount of dataset so 10-fold cross-

validation gave us better result. Our solution 

strategy is not so Robust in nature, every time it 

needs a few adjustment in parameter. The accuracy 

achieved is satisfactory but can be future 

improved. We can use data warehouses in hospital 

so that the amount of data increases and a greater 

accuracy could be achieved. 
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