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Abstract - Today Artificial Intelligence has been a blooming 

Technology which aims at doing things that traditionally 

require human intelligence. In the field of Artificial 

Intelligence, Machine Learning has proved its mettle in 

building such automated system that is once trained and then 

the machine learns from experience just like humans which 

does not require any explicit programming. Machine Learning 

& Artificial intelligence is now a very important because they 

have huge potential for all its applications across various 

industries be it Healthcare, Ed Tech, Manufacturing and many 

more. Machine Learning are now contributing to like every 

industry and whichever company has shown a rapid growth, it 

has not been possible without the use of Artificial Intelligence 

and Machine Learning Algorithms. One such important area in 

field of Artificial Intelligence and Machine Learning is building 

Recommendation System. In this the research work has been 

done in building a movie recommender system using Machine 

Learning Algorithm namely K-Nearest Neighbor. The dataset 

which have been used in building recommendation system is 

movie lens dataset from Kaggle. The proposed work is aligned 

with the various concepts associated with machine learning 

algorithms and recommendation system. In this work we have 

used various libraries like pandas, algorithms like KNN, 

techniques like Collaborative Filtering, Content-Based Filtering 

which have been discussed in detail. Thus after getting a clear 

view of various techniques, we found which algorithm to be 

applied in different areas of industries. Finally, an algorithm is 

devised that can be implemented for building a recommended 

system. 
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1. INTRODUCTION 

 
In Today’s hectic world Recommendation system has 

become very important part of any service that require user 

interaction between other users and item. This is very much 

needed as people always want product and services that 

suits them best. Thus Recommendation system are now 

very important as they help in making the right choices and 

get a reach of all the similar products. [1] 

 
In this research work, we will deep dive into all concepts 

related to Recommendation Systems and learn how can 

a Movie Recommendation System can be built using 

collaborative filtering by using the K-Nearest Neighbors 

algorithm. 

 
Types of Recommendation Systems 

Recommendation systems can be mainly classified into 

3 different types: [1] 

 

1. Collaborative Filtering 

2. Content-Based Filtering 

3. Hybrid Recommendation Systems 

 
Collaborative Filtering 

 
Collaborative filtering generally based on gathering and 

analyzing the data and information on user’s behaviors and 

choices, their preferences or their activities and then making 

predictions what will they like based on similarity with the 

other users of nearly same choice and preference. [2] The 

major advantage of collaborative filtering approach is that it 

is not depend totally on machine learning and analyzable 

content and so it makes it capable of making accurate 

recommendations even if involving highly complicated 

items without analyzing each item itself. [10] 

 
Several types of collaborative filtering algorithms 

are described here: 

 
• User-User Collaborative Filtering: In this kind of 

filtering, we try to search the customers that are 

almost lookalike that is the customers that are most 

similar to each other will be grouped together. [3] 
 

• Item-Item Collaborative Filtering: In this kind of 

filtering, we try to search the item that are almost 

similar or items that are together used, if the 

customer goes for an item then all other items that 

are used along with that item is recommended to 

the customer. [3] 

 
Content based Filtering 

 
Usually this kind of filtering approaches are based on the 

item description and likes, choices and preference of user. 

Thus in content based recommendation, there are keywords 

related to an item and based on that if user prefer this items 

than these keywords get associated with that user and thus 

build a user profile. [8] These items are recommended to 

user. In easy words, this algorithm will recommend the 

items to the user that are most similar with the items that 

the user has liked in past. [10] 
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Fig -1: Collaborative filtering Recommendation 

System illustration  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -2: Content-Based filtering Recommendation 

System illustration [8] 

 

Hybrid Recommendation Systems 

 

There have been many live examples today that a hybrid 

approach, which is done by combining collaborative 

filtering and a content based filtering can give more 

accurate and satisfying results. [3] There are several ways 

to implement hybrid algorithms, by adding capabilities of 

content based algorithms to the collaborative based 

filtering algorithms or vice versa, by 
 
separately running content based algorithm and collaborative 

based filtering algorithm and then combine the result, or it can 

 
 

 

be by combine both the algorithm and make one model out 

of it. [3] [10]  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -3: Hybrid Recommendation System illustration [8]  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -4: How Hybrid System works [8] 

 

2. LITERATURE REVIEW 

 

All the three recommendation methods, be it collaborative 

based filtering algorithm content based algorithm, hybrid 

recommendation, have been used by many past researchers 

to build and develop a more reliable recommendation 

system. A movie recommendation system which was a web 

based was built using hybrid filtering methods by the 

authors in 2007. [4] [9] Another movie recommendation 

system is proposed by the authors in 2011, [4] [9] which 

was based on genre correlations. Also in 2013 there was one 

more recommendation system which was proposed and was 

based on Bayesian network. Then in 2016 there was another 

recommendation system proposed that uses rating and 

scores for the users and items that lead to one more kind of 

recommendation system. In today’s world Recommendation 

system has become a integral part of all social networking 

sites like Amazon, Facebook, Netflix, YouTube, Twitter and 

many more and with effect of which both the customers, [10 

]users, and the company itself has raised their progress 

exponentially. 
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3. PROPOSED WORK 

3.1 Data 
 

The Dataset which we have used for this work is 

Movielens Dataset. This is a very popular and widely 

sued Dataset for building recommendation system. 

This dataset comes with various invariants which are 

of different sizes that is 100k dataset, 1M dataset, 2M 

dataset, 20M dataset. For your work we have used 

20M dataset. In this data. There are two main csv files 

as movies.csv which include the title, genre of the 

movie and rating.csv which include movieID and the 

rating associated with it. [5] 
 

3.1.1 Importing the libraries/ Dataset 
 

Importing the essential libraries such as Numpy, 

Pandas, Matplotlib, Seaborn. The movielens dataset 

is loaded and read using pandas library. 
 

3.1.2 Data carpentary/ Cleaning 
 

There are several columns that can have NULL values 

or some of rows have some fields as null values. So, we 

have to process the data, for that we can use inbuilt 

methods for this.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig -5: Movies.csv dataset 

 

The values in rating.csv can be NULL, so we will fill 

0s wherever the data value is NULL.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -6: Ratings.csv dataset 

 

3.1.3 Identifying Threshold values  
It can be seen there are 0s values in our model data. Thus we 

are dealing with a sparse data (Fig-6). Secondly, the 

algorithm can only work well for a user if he has rated atleast 

50 movies and moreover the algorithm also work well when 

any movie has been rate for atleast 50 times. [5]  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -7: Rating: log(count) [5] 

 

3.2 Algorithm 

In this work we have taken the use of K-Nearest Neighbor 

Algorithm. In KNN algorithm, for a particular data point, the 

K nearest point with a specific distance which is calculated 

by a specific distance formula. Now if the value of K 

becomes 1, then the first nearest point to that point is the 

same point itself. [7] 

 

3.2.1 Distance Formulas:  
1) For Continuous Values: There are three distance 

metrics for continuous values namely, 

Euclidean, Manhattan, Minkowski.[5] [7]  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -8: Distance Functions[5] 

 

2) For Categorical Values: For categorical data we 

have one and very famous way of finding 

distance that 
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is Hamming distance.[5][7]  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -8: Distance Functions [5] 
 
3.3 Running Algorithm/ Making Recommendation 

 

• Choose any unclassified point in the n-D space.  

• Compute the distance using any if the distance 

formula depending on the value associativity. 

Calculate the required distance from the chosen 

unclassified point to all other points available in 

the space.  

• Apply KNN to find the nearest K points [5] 

corresponding to the chosen unclassified point. 
 

• Find the frequency of each class for these points.  

• Whichever class turn out to be with the largest 

count would be the answer for that chosen 

point and that would be used by the algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig -9: Result of making the recommendation. 

 

• After finding the class for that data point , assign 

that particular class to the chosen point.  

• Thus repeat these steps for all the data points, 

when the algorithm training is over.  
The proposed algorithm (Fig-9) is able to recommend the 

movie for a arbitrary movie. We will take the movie name 

from the user, then find the movie Id for that particular 

movie, then we will give that movie Id to our model, our 

proposed algorithm will recommend us to top K movies 

which belong to the same genre/ category of the movie 

we have chosen. [5] 
 

4 RESULT AND DISCUSSION 

 

Here (fig-9) it can be seen that the if the movie name or the 

movie ID is given as the input, then the top N movies are 

recommended which are most similar with genre and 

category which the viewers watch. Here we have given the 

input movie name as “Iron Man”, which is fictional, 

superhero, action and thrill movie. Then the top 10 movies 

which are recommended are of this kind only. But the 

important thing here is we have chosen a movie that has 

already been rated by so many viewers, so we were able to 

recommend movie correctly. Also if we want to recommend 

the movie for a particular user, then also the restriction is 

that the user has recommended a good number of movies. 

Thus recommendation system are efficient only when the 

interaction of movies and the users is high, That means if a 

new movie or a new user is added to system, initially they 

both won’t create much difference to previous model. So 

this is how we proposed a movie recommender system.  

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

           Volume: 05 Issue: 01 | Jan - 2021                                                                                                      ISSN: 2582-3930                                    

 

© 2021, IJSREM      | www.ijsrem.com Page 5 

 

 

5.CONCLUSION 

 

Machine Learning has proven itself in analyzing data 

which can help in automating the programing systems 

that require manual intervention earlier. The machine 

learning algorithms learns from data and develop some 

mathematical graphs or clusters such that if new data 

point is given to ML model, it can clearly 

compute/predict that what is the category or the value of 

this new data point. Similar is done in our proposed work 

also, we have used KNN to identify the most similar 

items/ movies corresponding to the given movie and 

thus successfully recommended the user all the movies of 

his choices. The algorithm in the proposed work can also 

be improved using more and more data sets and finding 

out the proximal values. In future, various characteristic 

for a particular item can be used which are latent in the 

recommendation items to users or within between users. 
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