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Abstract—Cancer of the breast is the second most common 

cancer globally, and it is far more common among women. 

Continuous advancements in medical imaging are crucial for 

early detection, leading to improved treatment outcomes and 

reduced mortality rates. Machine learning offers a promising 

avenue for enhancing diagnostic accuracy, with deep learning, 

specifically neutral networks, proving to be a valuable technique 

for classifying benign or malignant breast conditions. Known as 

convolutional neural networks, or CNNs, employed in this study 

using a dataset of mammograms that encompasses both benign 

and malignant breast images. The experimental results that were 

obtained promote the integration of present- day extraction and 

classification of features methods in a variety of medical imaging 

uses especially those connected with breast cancer, by revealing 

the potency of deep learning methods for identifying malignancy 

from mammogram images. To further improve accuracy 

measurements, research is currently being done on already 

trained networks and CNN built modification. For simplified 

extraction and sorting of features services, precise segmentation 

is still critical. 
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I. INTRODUCTION 

 
 

In 2020, close to 2.3 million women globally received a 
breast cancer prognosis unexpectedly, 685 thousand of them 
lost life to the disease. At the end of that year, 7.8 million 
women globally had been given diagnoses of breast cancer 
during that time, causing it to be the most regular cancer in 
the world. Every country in the world has females at any age 
after puberty who develop breast cancer, while the incidence 
rises with age [1]. 

Concerningly, 42% of National Health Service (NHS) 
trusts acknowledge that they do not have enough personnel to 
provide services for people who have restricted access to 
breast cancer specialist nurses [2]. These findings are based 
on a study called Breast Cancer Care. Global breast cancer 
survival rates are seriously threatened by this important 
shortfall. Lack of skilled nursing staff is a factor in delayed 
diagnosis, patients not following recommended protocols for 
diagnosis or treatment, and uneven access to excellent 
medical care. As a result, efforts are being made for 
betterment the efficacy of breast cancer detection technologies 
in order to better identify anomalies and 

 
categorize breast problems, which would facilitate prompt 
diagnosis and action. 

The key to solving this healthcare issue is the use of 
diagnostic medical imaging. To obtain medical images, a variety 
of techniques are used, like mammography, magnetic resonance 
imaging (MRI), ultrasound, and X-rays. MRIs and 
mammograms are frequently used to diagnose breast cancer; 
mammograms are a quick procedure that take about 20 minutes. 
Crucially, mammography radiation exposure is negligible and 
seen as safer than that of other therapies [3]. It is critical to 
recognize problems early because postponing treatment might 
have permanent implications on one's health. The preferred 
method for raising the proportion of women receiving treatment 
on time is mammography. 

A unique image recognition method is developed in 

response to the urgent need for improved breast cancer 
screening. Convolutional neural networks are an artificial neural 
network type that was created especially for the successful 
recognition of visual imagery, and this system makes use of 
them. The algorithm shows skill in identifying and categorizing 
anomalies in mammography pictures. Mammogram pictures are 
generally classified as benign (noncancerous abnormalities), 
malignant (cancerous abnormalities), or normal, providing a 
thorough method for early identification and treatment. 

 

II. LITERATURE SURVEY 

 
The goal of the introduction of Computer-Aided Design 

(CAD) in recent times has been to expedite the identification 
procedure for breast cancer [4]. But the functionality associated 
with conventional software for CAD is generally compromised 
since they usually rely on features that are manually created [5]. 
As artificial intelligence and machine learning keep on 
developing, there is a growing volume of research being done 
on deep learning techniques for breast cancer examination. [6]. 
Representation learning, which is multilayered in nature, is the 
foundation of deep learning. Through the integration of 
nonlinear and simple modules, the representation changes at 
each stage from lower to Higher-level features are more abstract 
than lower-level ones, which are easier to interpret [7]. 
Compared to typical machine learning techniques, deep learning 
is more effective and requires less human intervention in 
algorithms for identifying patterns [8]. That allows it to tackle 
tricky problems in fields including natural language processing, 
pattern recognition, and image analysis [9]. 
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Among neural networks, A unique attribute of the 

Convolutional Neural Network (CNN) is its networked 

structure. A popular deep learning paradigm called CNN uses 

convolutional operations on data that is raw [10]. It has been 

used in many different domains, including image classification, 

speech recognition, phrase modeling, and, more recently, 

medical imaging, which includes breast cancer diagnosis. An 

extraction layer of convolutional neural structures of features, 

the pooling layer for spatial hierarchy and down sampling, and 

a layer that is completely interconnected for regression and 

classification tasks make up the CNN system structure. To 

create a deep architecture that can automatically extract 

features, these layers are carefully stacked [11]. 

 

III. METHODOLOGY 

A. Dataset 

A publicly accessible dataset used in studies on the 
diagnosis and detection of breast cancer is the CBIS-DDSM 
(Curated Breast Imaging Subset of DDSM) dataset. It is a 
specially selected subset of the broader DDSM (Digital 
Database for Screening Mammography) dataset for use in 
particular research projects. 

The majority of the dataset is made up of mammography 
images that were captured using different imaging modalities, 
including digitalized film-screen mammography and full-field 
digital mammography (FFDM). The ground truth labels on the 
images in the CBIS-DDSM dataset indicate whether or not 
anomalies, such as benign and malignant lesions, are present. 
The training and assessment of machine learning models for 
the detection and classification of breast cancer benefits greatly 
from these annotations. 

A wide range of breast imaging data, including aberrant 
and normal tissues with different types of lesions such masses 
and calcifications, are contained in CBIS-DDSM. Because it 
is available for study, algorithms can be evaluated globally, 
leading to advancements in the detection and diagnosis of 
breast cancer. 

 
 

 
Fig. 3.1. Mammogram image 

In general, the CBIS-DDSM dataset plays a critical role 

in improving patient outcomes for early identification and 

treatment by promoting research on computer-aided diagnosis 

and breast cancer imaging. 

 

B. Image Processing 

Image Processing involves applying a range of techniques to 
manipulate images, enhance their quality, or obtain important 
data. It belongs to the domain of signal processing, where 
images serve as input, and the output can be an enhanced image 
or relevant feature derived from it. 

 

C. TensorFlow 

TensorFlow was chosen for this project as it is a free and 
open-source tool developed by Google for smart machines. 
Initially used only by Google's Brain team before 2015, 
TensorFlow later became accessible to everyone. Despite its 
original design for Linux, TensorFlow works seamlessly on 
Windows, requiring minimal additional steps. In our Breast 
Cancer project utilizing CNN, TensorFlow proved 
instrumental, offering features for training, checking, and 
predicting data without the need for extra resources. 

 

D. Overview of Convolution Neural Network (CNN) Algorithm 

A Convolutional Neural Network comprises neurons with 
adjustable weights and biases. Every neuron compute input 
using a dot product, possibly followed by a nonlinearity. The 
network operates as a unified differentiable scoring mechanism, 
mapping from raw image pixels to class scores. CNNs exploit 
image characteristics, guiding architecture design more 
effectively. 

 

3.1. Convolutional Layer 

The initial Conventional Layer extracts basic features such 
as edges, colors, and gradient orientations. As layers advance, 
the structure evolves to detect higher-level features. 

 

3.2. ReLu Layer 

An activation function in neural networks, especially 

convolutional neural networks (CNNs), is performed by the 

ReLU (Rectified Linear Unit) layer. It converts node activation 

or output from the combined weighted input. ReLU adds 

nonlinearity to the network, allowing it to discover intricate links 

and patterns in the data. 

In mathematical terms, ReLU preserves positive values 
while setting all negative input values to zero. ReLU is 
computationally more efficient than more conventional activation 
functions like sigmoid or tanh because of its straightforward 
thresholding action as opposed to these functions' intricate 
exponential mathematical calculations. ReLU's ability to lessen 
the vanishing gradient issue, which can arise while deep neural 
networks are being trained, is one of its main benefits. Through 
increased gradient flow during backpropagation, ReLU quickens 
the training process and frequently results in faster convergence. 

ReLU is effective, although it can have a drawback known as 
the "dying ReLU" phenomenon, in which neurons irreversibly 
lose their ability to fire during training as a result of persistently 
low input values. 
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Fig. 3.2. Illustration depicting the refinement of CNN architecture for mammogram classification [12]. 

 

 
To solve this problem, researchers have suggested a number 
of improvements, including Exponential Linear Unit (ELU), 
Parametric ReLU, and Leaky ReLU, each with unique benefits 
and features. 

 
3.3. Pooling Layer 

The input data is divided into smaller, non-overlapping 
portions by pooling layers. They condense the data into a single 
value inside each region using a technique called max pooling 
or average pooling. After that, a compressed form of the input 
data is produced by combining these values. Pooling Layers in 
deep learning models can be iterated multiple times to 
gradually reduce the feature maps' spatial dimensions. 

 

3.4. Flatting 

The Flatten layer is employed to create a one-dimensional 

vector from the feature maps following the convolutional and 
pooling layers. The purpose of this is to get the data ready for 

entry into the fully linked layers, which take as input one- 
dimensional vectors. 

The convolutional and pooling layers' output that come 
before it, which are usually multi-dimensional arrays (or 
tensors), are transformed into a one-dimensional array when 
this layer is applied. This array's elements are all specific 
features or attributes that were taken from the input photos. 
The network maintains the spatial links between the collected 
features while transforming them into a format that is easily 
handled by the fully connected layers that come after by 
flattening the feature maps. This improves the network's 
capacity to reliably categorize breast cancer photos by 
teaching it to recognize intricate patterns and relationships 
seen in the input data. 

 

3.5. Fully Connected Layers 

The Flattening layer is implemented before the fully 

connected layers. Using 256 neurons in a fully linked Dense 

layer with ReLU activation function. The model gains non- 

linearity via the Rectified Linear Unit (ReLU) activation 

function, allowing the model to identify complex patterns in 

the information. All of the neurons in the layer above send 

input to every neuron in this layer. 

After the completely linked layer, there is an addition of a 
Dropout layer with a 0.5 dropout rate. A regularization method 
called dropout randomly removes (sets to zero) part of the 
units of input during training in order to assist avoid 
overfitting. This lessens the possibility of the network 

 
depending too much on any one neuron and pushes it to learn 
more robust properties. 

All things considered, the fully connected layer architecture 
with ReLU activation and dropout regularization increases the 
model's performance in categorizing breast cancer images as 
well as its capacity to generalize effectively to new data. 

 
E. Data Flow 

 
3.1. Input 

Mammogram images are the primary input for breast cancer 
detection. These images are typically captured through 
specialized equipment and techniques that visualize the internal 
structures of the breast. 

 
3.2. Preprocessing 

Before extracting features or performing analysis, 
preprocessing steps are applied to the mammogram images to 
enhance their quality and remove any noise that might interfere 
with the detection process. Preprocessing steps may include image 
resizing, noise reduction, contrast enhancement, and 
normalization. 

 
3.3. Feature Extraction 

Feature extraction involves identifying and extracting 
meaningful patterns or features from the preprocessed 
mammogram images. These features can include shape, texture, and 
intensity characteristics of the breast tissue. Feature extraction 
techniques may vary and can include methods such as edge 
detection, histogram analysis, wavelet transforms, and 
Convolutional neural networks (CNNs) for feature extraction 
based on deep learning. 

 

 
 

 

 

Fig.3.3. Data Flow 
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3.4. Output 

The output of the breast cancer detection system is a 
diagnosis or prediction indicating whether the mammogram 
images show signs of breast cancer or are healthy. This output 
may include probability scores, confidence levels, or binary 
classifications (e.g., Benign/ Malignant for cancer). 
Additionally, visualizations or reports summarizing the findings 
may be generated to aid healthcare professionals in making 
informed decisions regarding patient care. 

 
IV. RESULTS 

 
The CNN based breast cancer detection method proposed 

in this study has produced satisfactory outcomes. The dataset 
was split into and Malignant classes for training and testing, 
utilizing both original and preprocessed data. The CNN 
underwent training and testing using a dataset consisting of 1045 
malignant class images and 1929 benign images of training and 
231 malignant class images and 313 benign images of testing 
both original and pre-processed data were employed for the 
training and testing phases. 

Preprocessing Enhanced performance and accelerated 
neutral network learning with preprocessed data outperforming 
original images. Various filter sizes and preprocessing 
techniques were applied to the original data to eliminate noise, 
improving overall network accuracy. Effective segmentation 
was Graph highlighted as crucial for efficient feature extraction 
and classification the breast cancer diagnosis achieved an 
impressive overall accuracy of 94.49%. 

 

 

 
Fig.4.1. Accuracy of Validation vs Training 

 

 
 

 
 

Fig.4.2. Losses from Validation vs Training Graph 

 

 

 

 

 

 

 

 

Fig. 4.3. Breast Cancer Benign Detect 

 

 

 

 

 

 

 

Fig. 4.4. Breast Cancer Malignant Detected 
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V. CONCLUSION 

 
To distinguish between benign and malignant 

mammograms, this study used convolution neural networks on 
mammograms. This method of deep learning is applied to 
mammogram datasets by obtaining characteristics from divided 
benign classes to the malignant class. Various filter sizes and 
preprocessing methods were used to the original data to 
eliminate noise elements that could potentially reduce the 
network's overall accuracy. The technology can cover for a lack 
of specialists or time spent on diagnosis by helping the doctor or 
specialist nurse diagnose mammograms more quickly. Anyone 
can use the system to perform a basic diagnostic. 
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