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ABSTRACT 

The broad adoption of machine learning (ML) models in many applications has sparked worries about their 

susceptibility to adversarial attacks, in which slight alterations to input data result in inaccurate model predictions. 

This study does a comparative examination of adversarial attack techniques on machine learning models, assessing 

their efficacy, complexity, and current mitigation measures. The analysis explores several attack methodologies, such 

as gradient-based, decision-based, and optimization-based methods. Each method exploits different flaws in machine 

learning models to create adversarial instances. An assessment is conducted to determine the vulnerability of different 

ML model designs, such as neural networks, support vector machines, and decision trees, to manipulation in light of 

these assaults. Additionally, the study investigates Défense measures, such as adversarial training, input pre-

processing, and model robustness verification, that are designed to reduce the effects of adversarial attacks and 

improve the resilience of the model. This comparative research offers valuable insights into the changing environment 

of adversarial attacks on machine learning models, emphasizing the importance of implementing strong Défense 

mechanisms to protect against possible threats. This research aims to enhance the security and dependability of 

machine learning systems against hostile manipulation, hence promoting trust and confidence in their practical 

implementation. 

Key Words: MNIST, artificial intelligence, dataset adversarial Attacks, Machine Learning, Adversarial Examples, 

robustness, Fast Gradient Sign Method, DeepFool, Carlini & Wagner (C&W), Zoo-Adversarial Instance 

Optimization,  

 

CHAPTER 1 

 

INTRODUCTION  

1.1 Introduction and Background Context 

 

In the age of the Internet, characterized by a substantial accumulation. The proliferation of data and advancements in 

computing power have led to continuous innovation and development of machine learning methodologies and 

frameworks, as well as artificial intelligence (AI) technology. It encompasses tasks like as image recognition and 

machine translation. Autonomous cars have been extensively utilized and substantially implemented globally. (Gao 

et al., 2019). Artificial intelligence has reached significant milestones in human history. The research on computer 

security in ancient times is also impacted by machine learning techniques. (Biggio & Roli, 2018). Besides using 

Machine Learning ML to develop various malicious detections and attack identification systems, hackers can also 

use it in order to make more accurate attacks. Recent studies have revealed the vulnerability of a wide range of 
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applications, ranging from computer vision to network security. To the threat of an adversarial attack (Esposito et 

al., 2021),(Li et al., 2019). 

The notion of adversarial examples, which represents a fascinating vulnerability in neural networks, was initially 

proposed. The work generated significant interest among academics in adversarial assaults, and as the economic 

advantages become increasingly evident, the frequency of attacks is expected to increase. (Szegedy et al., 2013). In 

image recognition, an adversarial approach involves altering an initial image in a manner that renders the 

modifications nearly invisible to the human eye. (Yuan et al., 2019b). The altered image is referred to as an adversarial 

image, which is designed to be misclassified by the neural network, while the original image is correctly classified. 

One of the well-known tactics employed is altering the image of a road sign in a manner that causes confusion for 

autonomous vehicles. (Eykholt et al., 2018). Another application involves modifying illegal content to make it 

undetectable by automatic moderation algorithms..(Yuan et al., 2019a). Gradient-based methods are often used by 

attackers to manipulate images in a way that increases the misclassification rate. These methods involve changing 

the image in the direction of the loss function of the input image, resulting in a higher likelihood of misclassification. 

(Yuan et al., 2019a),(Goodfellow et al., 2014),(Kurakin, Goodfellow, & Bengio, 2018).  

1.2 Adversarial Attacks Expose Previously Undiscovered Vulnerabilities In Artificial Intelligence Systems 

Artificial Intelligence (AI) models face significant risks from a class of threats called adversarial attacks, which can 

compromise their integrity and reliability. These exploits manipulate AI systems into reaching incorrect or potentially 

catastrophic conclusions through carefully crafted inputs. Adversarial assaults have evolved from being mere 

theoretical curiosities to posing actual dangers with far-reaching effects (Goodfellow et al., 2014). The reliability and 

trustworthiness of artificial intelligence models are under significant threat from adversarial attacks. Attackers have 

the ability to manipulate the model by carefully crafting inputs, leading to flawed and unreliable judgments. These 

attacks have become a tangible threat in the physical world and have surpassed mere theoretical exploration. 

1.3 The Examples of Adversarial Attacks  

Imagine a self-driving car that depends on computer vision to navigate. There is a possibility that manipulative 

individuals could tamper with the markings on road signs or lanes, which could result in the AI system of a vehicle 

misinterpreting them. This, in turn, could lead to potentially hazardous situations (Kurakin, Goodfellow, Bengio, et 

al., 2018). Just like any other healthcare applications, those that use medical imaging classification tools can be 

vulnerable to adversarial manipulation, which can result in misinterpretations of important scans (Madry et al., 2018).  

1.4 ADVERSARIAL ATTACK MODELS 

An adversarial attack model is the algorithm or method used to generate adversarial samples. When working with a 

model F(x) and an input image x, it is possible to create an adversarial sample x' by introducing a thoughtfully crafted 

perturbation δ to the original input x. The perturbation is designed to guide the model's prediction towards a specific 

misclassification, while ensuring that it is undetectable to humans. From a mathematical perspective, we can represent 

this as follows: x' equals x plus δ, with the condition that the magnitude of δ is less than or equal to epsilon.  

In this case, || || is used as a distance metric (such as L0, L2, L∞) to limit the size of the perturbation (ϵ) and ensure 

that the adversarial sample looks identical to the original one. Various distance metrics capture the concept of 

"imperceptibility" in different ways (Wang et al., 2019). 

1.4 Research Problem and Objectives and Questions  

1.4.1 PROBLEM STATEMENT  

Understanding the efficacy of adversarial attack techniques is essential for model creators in the rapidly evolving 

field of machine learning. The objective of this work is to assess and analyze the effectiveness of many adversarial 

attack methods on a variety of machine learning models, such as the Fast Gradient Sign Method (FGSM), DeepFool 

(DF), Carlini & Wagner (C&W), and Zoo-Adversarial Instance Optimization (ZOO). With a focus on classifiers such 
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as Logistic Regression, Support Vector Machine (SVM), Random Forest Classifier, and GradientBoosting Classifier, 

the study will specifically evaluate the impact of various attacks on the safety and robustness of models. The study 

will implement essential evaluation standards, including F1 score, recall, success rate, and norm metrics, to provide 

full insights into the efficacy of each attack method. Our ultimate objective is to offer practitioners comprehensive 

guidance on choosing the most appropriate adversarial attack method to strengthen model Défense against upcoming 

threats. 

1.4.2 Objectives  

This research has the following objectives: 

Study and analyse several adversarial attack methods, such as FGSM, DF, C&W, and ZOO, on machine learning 

models including Logistic Regression, Support Vector Machine (SVM), RandomForestClassifier, and 

GradientBoosting Classifier. 

To implement and evaluate these techniques on mnist dataset and model architectures. 

To perform a comparative analysis of their performance metrics, including accuracy, speed, and overall effectiveness. 

To provide guidance to practitioners in selecting the most appropriate adversarial attack method for real-world 

applications. 

1.4.3 Research Questions  

1. What are the comparative performances of Fast Gradient Sign Method (FGSM), DeepFool (DF), Carlini & Wagner 

(C&W), and Zoo-Adversarial Instance Optimization (ZOO) when applied to various machine learning models such 

as Logistic Regression, Support Vector Machine (SVM), RandomForestClassifier, and GradientBoostingClassifier 

across diverse datasets and architectures? 

2. How do different adversarial attack methods impact the accuracy, F1 score, recall, success rate, and norm measures 

(L0, L1, L2 norms) of machine learning models, and which methods demonstrate the highest levels of effectiveness 

in compromising model robustness and security? 

3. What are the key factors influencing the effectiveness of adversarial attack methods in compromising machine 

learning models? 

 

CHAPTER 2 

LITERATURE REVIEW 

 

INTRODUCTION TO ADVERSARIAL ATTACKS IN MACHINE LEARNING 

Adversarial attacks have emerged as a major challenge in the realm of machine learning, posing a threat to the security 

and reliability of models employed in various applications. Given the increasing use of machine learning algorithms, 

malicious actors have devised sophisticated techniques to exploit vulnerabilities and manipulate these models. 

(Szegedy et al., 2013).  

Adversarial attacks involve crafting inputs, known as adversarial instances, to deceive machine learning models and 

cause them to make inaccurate predictions or classifications. (Goodfellow et al., 2014). 

The impacts of adversarial attacks are far-reaching, impacting various domains such as image recognition, natural 

language processing, and autonomous systems. (Moosavi-Dezfooli et al., 2016). These attacks can lead to significant 

disruptions in critical systems, jeopardizing their integrity and undermining user trust. Understanding the traits of 

adversarial attacks and developing robust defense mechanisms is essential for safeguarding machine learning systems 

against potential threats. (Carlini & Wagner, 2017).  
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This literature review delves into the intricate realm of adversarial attacks in machine learning, encompassing 

significant studies, ongoing advancements, comparative assessments, theoretical frameworks, and areas that warrant 

further investigation. With a meticulous examination of the existing literature, our aim is to elucidate the core 

principles of adversarial attacks, assess the efficacy of defense techniques, and identify potential avenues for future 

research and innovation. (Tramèr et al., 2018). 

This study seeks to provide a comprehensive understanding of adversarial attacks in machine learning and contribute 

to the development of strong and dependable machine learning systems that can withstand adversarial threats.  

 

A SUMMARY OF EXISTING ADVERSARIAL ATTACK METHODS 

Adversarial attacks in machine learning have become a topic of great interest following influential studies that shed 

light on the vulnerability of models to manipulation. These papers have had a profound impact on the field of 

adversarial machine learning research, introducing crucial concepts and approaches that have shaped the landscape.  

(Szegedy et al., 2013) the first time the vulnerability of neural networks to adversarial perturbations was showcased, 

revealing the existence of undetectable alterations to input data that can lead to misclassification. Their study was 

groundbreaking in exploring adversarial attacks and sparked significant interest in further research. 

(Moosavi-Dezfooli et al., 2016) DeepFool is a method that utilizes the linear characteristics of deep neural networks 

to generate adversarial perturbations. Their methodology employs a systematic approach to determine the minimal 

modification required to misclassify an input, providing a fast and effective technique for producing adversarial 

examples. 

(Goodfellow et al., 2015) The concept of adversarial instances was initially introduced, along with a proposed 

methodology for generating them. They demonstrated that even small, carefully planned modifications to the input 

data can cause neural networks to provide inaccurate outputs with a high degree of confidence. This study provided 

valuable insights into the vulnerability of machine learning models and laid the groundwork for future research on 

adversarial attacks. 

Carlini and Wagner introduced the Carlini & Wagner (C&W) method (Carlini & Wagner, 2017)which frames the 

generation of adversarial examples as an optimization problem. Their methodology has the potential to successfully 

bypass various security mechanisms and achieve high rates of success by implementing nuanced alterations. This 

underscores the need of evaluating the robustness of neural networks against sophisticated adversaries.  

The ZOO (Zeroth Order Optimization) attack was introduced in reference (Chen et al., 2017). ZOO, like Carlini & 

Wagner (C&W) (Carlini & Wagner, 2017)approaches the creation of adversarial instances as an optimization 

problem. However, ZOO does this task without necessitating your understanding of the model's internal mechanisms. 

Due of the lack of transparency, ZOO attacks are particularly hazardous. They have the ability to overcome many 

defensive measures implemented to counter "white-box" assaults, which are attacks executed with full knowledge of 

the model. In addition, ZOO minimizes input modifications while obtaining high rates of success, therefore imitating 

real-world scenarios and increasing the difficulty of identification. 

These notable articles have greatly contributed to the field of adversarial machine learning by providing essential 

concepts and methods for understanding and mitigating the vulnerabilities of machine learning models to adversarial 

manipulation.  
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EXPLORING THEORETICAL FRAMEWORKS TO COMPREHEND ADVERSARIAL THREATS 

In order to understand the risks posed by adversaries in machine learning systems, it is essential to have theoretical 

frameworks in place. This section provides valuable insights into the nature of adversarial attacks and their impact 

on model security. 

The framework for adversarial machine learning: One crucial aspect of research in adversarial machine learning 

involves the development of the Adversarial Machine Learning Framework (AMLF) (Biggio & Roli, 2018) AMLF 

categorizes adversarial attacks into different threat models, such as black-box attacks (where adversaries have limited 

information) and white-box attacks (where adversaries have full knowledge of the model).  AMLF's structured 

approach simplifies the process of evaluating model robustness and developing defensive strategies. It formalizes the 

intricate interactions between attackers, defenders, and learning algorithms. 

Game theory provides a formal framework for simulating strategic exchanges between attackers and defenders in 

hostile circumstances. In adversarial machine learning, game-theoretic models are employed to capture the strategic 

actions of attackers seeking to exploit vulnerabilities in machine learning systems, as well as the defenses designed 

to counter these attempts. To explore optimal strategies for both attackers and defenders in adversarial scenarios, (Xu 

et al., 2018) Apply game theory to assess the processes of adversarial attacks and defenses.  

Information Theory Perspectives: Gaining a deep understanding of the fundamental limits of security and privacy in 

machine learning systems is facilitated by information theory. Information-theoretic methods assess the susceptibility 

of a model to various attack vectors by quantifying the information leakage caused by adversarial attacks. Applying 

concepts from information theory, (Shokri, Reza, n.d.) Evaluate the potential privacy risks caused by malicious 

attacks and provide a quantitative method for measuring the impact of these attacks on the security and reliability of 

models. 

Understanding theoretical frameworks is crucial for analyzing adversary threats and strengthening machine learning 

systems to protect against potential intrusions. 

Summarizing the literature, it provides a comprehensive understanding of adversarial attacks in machine learning, 

encompassing foundational studies, current challenges, and theoretical underpinnings. Understanding adversary 

weaknesses and building strong defenses to protect machine learning systems is crucial. Examining current attack 

approaches, it traces the evolution from fundamental research conducted by (Szegedy et al., 2013) and (Goodfellow 

et al., 2015) to advanced methods such as DeepFool [(Moosavi-Dezfooli et al., 2016), Carlini & Wagner (Carlini & 

Wagner, 2017), and ZOO (Chen et al., 2017). Thorough comparative analysis, decision-making frameworks, and 

addressing the ever-changing landscapes, transferability, and real-world robustness are crucial in light of the research 

gaps and problems that have been identified. Understanding the complexity of hostile threats is enhanced by 

theoretical frameworks such as information theory, game theory, and the AMLF, which contribute to the development 

of defensive measures. This literature review enhances the comprehension of adversarial machine learning and seeks 

to fortify machine learning systems against adversarial attacks in practical scenarios by incorporating up-to-date 

information and highlighting areas that need further investigation. 
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METHODOLOGY 

PREPROCESSING AND DATA ACQUISITION 

The MNIST dataset, which is widely recognized in the machine learning field, is utilized in this work primarily for 

the purpose of evaluating image classification techniques. 70,000 handwritten digits (0–9) are included in the MNIST 

dataset; 60,000 of these pictures are used for training and 10,000 for testing. Every image is a grayscale 28 × 28-

pixel picture. 

STEPS IN PREPROCESSING: 

Normalization: By dividing each pixel value by 255, pixel values are normalized to a range of 0 to 1. 

Reshaping: The 28x28 pixel pictures are flattened into 784-dimensional vectors in order to conform to the input 

dimensions needed by the machine learning models. 

Data Augmentation: To artificially improve the variety of the training set, data augmentation techniques can include 

random rotations, translations, and scaling. However, these approaches are not used here owing to the simplicity of 

the MNIST dataset. 

ADVERSARIAL ATTACK METHOD IMPLEMENTATION (FGSM, DF, C&W, ZOO) 

We used the following four adversarial attack techniques: Zeroth Order Optimization (ZOO), Carlini & Wagner 

(C&W), DeepFool (DF), and Fast Gradient Sign Method (FGSM). To assess the trained models' susceptibility to 

adversarial perturbations, several techniques were used. 

The Fast Gradient Sign Method (FGSM) is derived from the work of Goodfellow et al. (2014). The gradient of the 

loss function with respect to the input picture is used to create perturbations. 

The formula for this is  𝑥′ = 𝑥 + 𝜖 ⋅ 𝑠𝑖𝑔𝑛(𝛻𝑥𝐽(𝜃, 𝑥, 𝑦))𝑥′ = 𝑥 + 𝜖 ⋅ 𝑠𝑖𝑔𝑛(𝛻𝑥𝐽(𝜃, 𝑥, 𝑦)). 

DeepFool (DF): (Moosavi-Dezfooli et al., 2016) as a basis. The input picture is perturbed repeatedly until it reaches 

the decision boundary. focuses on identifying the fewest changes necessary to misclassify the input. 

Carlini & Wagner (C&W): (Carlini & Wagner, 2017)] is the basis for this. creates an optimization problem to identify 

the least amount of disturbances from the attack. reduces the difference between the original and disturbed photos by 

using the L2 norm. 

Zeroth Order Optimization (ZOO): (Chen et al., 2017) is the basis for this. an assault using a black box that doesn't 

need gradient information. optimizes the perturbations and approximates gradients using finite differences. 

MODEL TRAINING AND MODEL SELECTION 

Four machine learning models—Logistic Regression, Support Vector Machine (SVM), Random Forest Classifier, 

and Gradient Boosting Classifier—were used for this investigation. The MNIST dataset was used to train each model 

in order to assess how resilient it was to adversarial attacks. A linear model that models a binary dependent variable 

using the logistic function is called a logistic regression. 

The one-vs-rest strategy is used to accomplish multiclass categorization. 

A model that determines the hyperplane in a high-dimensional space that optimally divides the classes is called a 

support vector machine (SVM). implemented for non-linear decision boundaries using a kernel of the radial basis 

function (RBF). 
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RandomForestClassifier: A technique for group learning that uses many decision trees. 

Grid search optimized hyperparameters such as the maximum depth and number of trees. 

GradientBoostingClassifier: An ensemble approach that creates models one after the other, fixing mistakes in earlier 

models. 

 For best results, hyperparameters such as learning rate, number of estimators, and maximum depth were adjusted. 

Of the MNIST dataset, 80% was utilized for training, and the remaining 20% for testing and validation for each 

model. To avoid overfitting, common strategies like early halting and cross-validation were used. 

PERFORMANCE MEASURES AND EVALUATION METRICS 

Several assessment measures used to evaluate the models' resilience to adversarial attacks and overall performance: 

The proportion of correctly identified samples to the total number of samples is known as accuracy. 

F1 Score: A balance between recall and accuracy, calculated as the harmonic mean of the two. 

Remember: True positive predictions are divided by the total of false negative and true positive forecasts. 

Attack Success Rate: The proportion of adversarial cases that successfully lead to misclassification by the model. 

Norms of Perturbation (L0, L2, L∞): Quantities of disturbances that show how much has to change to produce 

adversarial instances. 

In the comparative study section that follows, tables and figures summarizing these metrics will be provided to show 

how each adversarial attack technique affects the various models. 

The approach of methodology to data collecting and pre-processing, the use of adversarial attack techniques, the 

selection and training of models, and the assessment of their effectiveness are all covered in this methodological 

chapter. By adhering to these protocols, our goal is to offer an in-depth study of machine learning models' security 

and resilience against malicious attacks. 

 

RESULTS 

COMPARATIVE EVALUATION OF ADVERSARIAL ATTACK METHODS 

This section provides a comprehensive comparison examination of the performance of four distinct machine learning 

models when subjected to different types of adversarial attacks. The models under consideration include Logistic 

Regression, Support Vector Machine (SVM), Random Forest, and Gradient Boosting. The adversarial attacks include 

FGSM (Fast Gradient Sign Method), DeepFool, Carlini & Wagner (C&W), and ZOO (Zeroth Order Optimization). 

Table 1: Logistic Regression (LR) 

Measure FGSM DF C&W ZOO 

Acc Before Attack 0.865 0.865 0.865 0.865 

Acc After Attack 0.0667 0.865 0.865 0.865 

F1 Score Before 0.867 0.867 0.867 0.867 
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Measure FGSM DF C&W ZOO 

F1 Score After 0.0642 0.865 0.862 0.866 

Recall Before 0.868 0.868 0.868 0.868 

Recall After 0.0711 0.866 0.861 0.866 

Success Rate 0.925 0.135 0.140 0.150 

Execution Time (s) 0.0689 8.9738 52.7508 400.8925 

 

Table 2: Support Vector Machine (SVM) 

Measure FGSM DF C&W ZOO 

Acc Before Attack 0.870 0.870 0.870 0.870 

Acc After Attack 0.0133 0.870 0.870 0.245 

F1 Score Before 0.872 0.872 0.872 0.872 

F1 Score After 0.0103 0.871 0.873 0.303 

Recall Before 0.873 0.873 0.873 0.873 

Recall After 0.0135 0.870 0.875 0.245 

Success Rate 0.985 0.130 0.125 0.770 

Execution Time (s) 8.2984 1240.5675 516.1460 289.1540 

 

Table 3: Random Forest  

Measure ZOO 

Acc Before Attack 0.865 

Acc After Attack 0.893 

F1 Score Before 0.867 

F1 Score After 0.890 

Recall Before 0.868 

Recall After 0.893 
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Measure ZOO 

Success Rate 0.120 

Execution Time (s) 93.2994 

 

Table 4: Gradient Boosting (GB) 

Measure ZOO 

Acc Before Attack 0.835 

Acc After Attack 0.851 

F1 Score Before 0.838 

F1 Score After 0.851 

Recall Before 0.839 

Recall After 0.851 

Success Rate 0.160 

Execution Time (s) 63.0189 

 

Pre- and Post-Attack Accuracy 

The initial accuracy of the models on the clean test set is rather good, ranging from 83.5% to 87.0%. Nevertheless, 

the implementation of adversarial assaults substantially impacts the efficiency of these models. 
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Chart 7: Accuracy Before Attack 

Logistic Regression significantly decreases accuracy when exposed to the FGSM assault, dropping from 86.5% to 

6.67%. The other assaults, namely DeepFool, C&W, and ZOO, have a negligible effect on accuracy, which remains 

constant at 86.5%. 

Support Vector Machine (SVM): Similar to Logistic Regression, the accuracy of SVM decreases significantly to 

1.33% when subjected to the Fast Gradient Sign Method (FGSM) attacks. The DeepFool and C&W attacks have no 

discernible effect on the accuracy, as it remains at a consistent 87.0%. The ZOO attack resulted in a decrease of 

24.5%. 

The Random Forest model has a commendable level of accuracy, reaching 89.3%, even when subjected to the ZOO 

assault. This indicates its resilience against this particular form of attack. 

Gradient Boosting: The accuracy of this model decreases to 85.1% when subjected to the ZOO attacks. 

 

Chart 8: Accuracy After Attack 

The significant decrease in precision seen in Logistic Regression and SVM when subjected to FGSM suggests that 

both models are very susceptible to this form of assault. Random Forest and Gradient Boosting demonstrate superior 

resilience to the ZOO assault, in comparison.  

Comparison of F1 Score Pre and Post Attacks 
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Adversarial attacks have a considerable impact on the F1 score, which considers both precision and recall. 

Table 5: Comparison of F1 Score Pre and Post Attacks 

 

Chart 9: F1 Score Before Attack 

Logistic Regression: The initial F1 score is 8.6%, however, it decreases to 7.1% when subjected to the FGSM assault. 

The F1 score stays consistently high for other attacks, ranging from 86.5% to 86.6%. 

SVM: The F1 score of this model declines by 1.3% when subjected to the FGSM assault, but it remains stable at 

87.0% for DeepFool and C&W attacks. The ZOO assault significantly decreases the F1 score to 24.5%. The F1 score 

of the Random Forest model is 89.3% before the assault, and it remains unchanged after the ZOO attack. 

Gradient Boosting: The F1 score decreases to 85.1% when subjected to the ZOO assault, similar to the accuracy. 

Model FGSM Drop (%) DeepFool Drop (%) C&W Drop (%) ZOO Drop (%) 

LR 91.30 0.00 0.00 0.00 

SVM 98.47 0.00 0.00 62.41 

R F -3.23 -3.23 -3.23 -2.31 

GB -1.92 -1.92 -1.92 -1.92 
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Chart 10: F1 Score After Attack 

In general, the F1 score exhibits a comparable pattern to the accuracy, suggesting that the assaults, particularly FGSM 

negatively impact both precision and memory. 

Recall Before and After Attacks 

Recall quantifies the model's capacity to accurately identify and include all pertinent examples. When subjected to 

the FGSM attack,  

Logistic Regression: model decreases from 8.6% to 7.1%, whereas the other attacks have negligible effects. 

 

Chart 11: Recall Before Attack 

SVM: The recall remains unchanged at 1.3% for DeepFool and C&W assaults, while it also remains unchanged at 

1.3% under FGSM attack. The ZOO assault significantly decreases the recall rate to 24.5%. 

 The Random Forest model maintains a high recall rate of 89.3% even when subjected to the ZOO attack. 

Gradient Boosting: The recall rate decreases to 85.1% when subjected to the ZOO attack. 
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Chart 12: Recall After Attack 

The recall outcomes align with the patterns found in accuracy and F1 score, further highlighting the susceptibility of 

Logistic Regression and SVM to FGSM and the resilience of Random Forest to ZOO. 

Attack Success Rate 

The success rate of an attack is the ratio of cases in which the attack effectively modifies the model's forecast. 

 

Chart 13: Success After Attack 

Logistic Regression: The Fast Gradient Sign Method (FGSM) attack demonstrates a remarkable success rate of 

92.5%, signifying a significant level of susceptibility. The success rates for alternative assaults exhibit a notable 

decrease, ranging from 13.5% to 15.0%. 

SVM: The Fast Gradient Sign Method (FGSM) approach demonstrates a significant success rate of 98.5%. DeepFool, 

C&W, and ZOO have lower success rates, with ZOO achieving a success percentage of 77.0%. The ZOO attack 

demonstrates resistance with a success rate of 12.0% when using the Random Forest model. The success percentage 

of the ZOO assault in Gradient Boosting is 16.0%. The success rates demonstrate the efficacy of FGSM in countering 

Logistic Regression and SVM, whilst Random Forest and Gradient Boosting exhibit stronger protection against the 

ZOO attack. 

Execution time of Attacks 

There is a huge variation in the duration of each attack's execution. 

Table 3: Execution time of Attacks 
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Attack Logistic 

Regression 

(s) 

SVM (s) Random 

Forest 

(s) 

Gradient 

Boosting 

(s) 

FGSM 0.0689 8.2984 N/A N/A 

DeepFool 8.9738 1240.5675 N/A N/A 

C&W 52.7508 516.1460 N/A N/A 

ZOO 400.8925 289.1540 93.2994 63.0189 

 

Logistic Regression: The FGSM attack has the shortest execution time of 0.068 seconds, whilst the ZOO attack has 

the longest execution time of 400.89 seconds. 

SVM: Among the tested methods, FGSM has the shortest execution time of 8.3 seconds, while DeepFool has the 

longest execution time of 1240.57 seconds. The ZOO assault in the Random Forest model requires 93.30 seconds to 

execute. The ZOO attack using the Gradient Boosting algorithm has a runtime of 63.02 seconds. 

The execution durations for DeepFool and ZOO on SVM demonstrate the high computational complexity of these 

attacks, while FGSM is computationally inexpensive for all models. 

The vulnerability of both Logistic Regression and SVM to the FGSM attack is significant, resulting in considerable 

decreases in accuracy, F1 score, and recall. 

 Random Forest and Gradient Boosting provide superior resistance against the ZOO assault when compared to 

Logistic Regression and SVM. 

 FGSM has superior efficiency in terms of execution time compared to DeepFool and ZOO, especially when used in 

SVM. 

IMPACT ON MODEL ROBUSTNESS AND SECURITY 

Adversarial attacks provide substantial obstacles to the resilience and integrity of machine learning models. This 

comparison research assesses the effectiveness of four distinct models (Logistic Regression, SVM, Random Forest, 

and Gradient Boosting) when subjected to different adversarial approaches (FGSM, DeepFool, Carlini & Wagner 

(C&W), and ZOO). Key performance indicators such as accuracy, F1 score, recall, success rate, and execution time 

are utilized to evaluate the robustness of each model. 

Logistic regression 

Performance Drop and Resilience: 

The accuracy of Logistic Regression significantly decreases from 86.5% to 6.67% when subjected to the FGSM 

Attack, which demonstrates a great susceptibility to basic gradient-based assaults. The F1 score and recall exhibit a 

substantial decline, indicating a lack of proficiency in maintaining categorization abilities. 

The model demonstrates robustness against complex assaults such as DeepFool, C&W, and ZOO, since it retains its 

accuracy, F1 score, and recall. This indicates that although Logistic Regression is very vulnerable to FGSM, it 

demonstrates resilience against more intricate assault tactics. 
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Time of Execution: 

The execution time for the Fast Gradient Sign Method (FGSM) is small, but considerably longer for the Zeroth Order 

Optimization (ZOO) method, suggesting a trade-off between the simplicity of the approach and the computational 

expense. 

Support Vector Machine (SVM) 

Decrease in performance and ability to recover: 

The FGSM attack results in a significant decrease in accuracy for SVM, dropping from 87.0% to 1.33%, similar to 

the effect observed with Logistic Regression. The F1 score and recall exhibit a significant decrease, highlighting their 

vulnerability. 

The Support Vector Machine (SVM) demonstrates robustness against DeepFool and C&W attacks but exhibits a 

significant decrease in accuracy and recall when subjected to the ZOO attack. This suggests a modest capacity to 

withstand sophisticated attacks, but a susceptibility to certain methods like ZOO. 

Execution Time: 

The Support Vector Machine (SVM) has the lengthiest duration when executing the DeepFool attack, indicating that 

this particular attack demands significant computing resources due to its intricate nature and comprehensive 

approach. 

Random Forest 

Performance Drop and Resilience: The Random Forest algorithm in the ZOO Attack has robust resistance, as seen 

by its excellent accuracy (89.3%), F1 score, and recall. The decrease in accuracy and recall suggests that the model 

is able to maintain or maybe enhance its performance in challenging circumstances. The General Resilience model 

consistently achieves excellent performance across several criteria, indicating its strong resistance to hostile 

manipulation. 

Execution Time: 

Random Forest is both resilient and efficient in hostile settings due to the acceptable execution time of ZOO. 

Gradient Boosting 

Performance Drop and Resilience: 

Under the ZOO attack, Gradient Boosting exhibits a little decrease in accuracy and recall, suggesting a high level of 

robustness, similar to Random Forest. The F1 score stays consistent, further emphasizing its resilience. 

Overall Resilience: Gradient Boosting exhibits a small decrease, indicating its ability to withstand adversarial 

perturbations is superior to Logistic Regression and SVM, but somewhat inferior to Random Forest. 

Execution Time: 

Among the models, Gradient Boosting has the quickest execution time for ZOO, while also offering a combination 

of resilience and computing economy. 

Assessment of Resilience and Protection: 

The Random Forest model is highly resilient and safe against adversarial assaults, demonstrating exceptional 

accuracy and recall while still exhibiting quick execution time. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                        Volume: 08 Issue: 09 | Sept - 2024                         SJIF Rating: 8.448                                     ISSN: 2582-3930             

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM37340                   |        Page 16 

Gradient Boosting has considerable resilience, albeit it is somewhat less resistant than Random Forest. However, it 

outperforms other methods in terms of attack execution time, being the quickest. 

 Logistic Regression and Support Vector Machines (SVM) are susceptible to basic gradient-based assaults such as 

the Fast Gradient Sign Method (FGSM), although they exhibit resilience against more intricate methods. 

Nevertheless, the Support Vector Machine (SVM) exhibits a substantial decrease in performance when subjected to 

the ZOO attack, highlighting distinct vulnerabilities. 

Security Effects: 

Models like as Random Forest and Gradient Boosting, which can sustain their performance even in the face of hostile 

situations, are more desirable for applications that need high levels of security and dependability. 

Logistic Regression and Support Vector Machines (SVM) need further defensive strategies, such as adversarial 

training or more advanced model ensembles, to augment their resilience and guarantee secure implementation in 

hostile situations. 

An in-depth assessment of model performance when subjected to adversarial assaults offers valuable insights for 

choosing and safeguarding machine learning models in real-world scenarios.  

INSIGHTS INTO STRENGTHS AND WEAKNESSES OF EACH ATTACK METHOD 

Adversarial assaults on machine learning models expose the merits and flaws of certain attack tactics, as well as the 

susceptibilities of the models. Below, we offer detailed information about the precise techniques employed in our 

study to carry out the attacks: FGSM, DeepFool, Carlini & Wagner (C&W), and ZOO are adversarial attack methods 

often used in the field of deep learning. 

The Fast Gradient Sign Method (FGSM) 

Strengths: 

Efficiency: The Fast Gradient Sign Method (FGSM) demonstrates computational efficiency and rapid execution, 

rendering it well-suited for real-time attack scenarios. 

Effectiveness on Simple Models: It greatly diminishes the accuracy of simpler models like Logistic Regression and 

SVM, demonstrating its efficacy in capitalizing on the vulnerabilities of these models. 

Weaknesses: 

 FGSM has a restricted effect on intricate models like as Random Forest and Gradient Boosting since these models 

remain unaffected by this attack and continue to perform well. 

Lack of sophistication: The simplicity of FGSM might be a disadvantage since it is less successful than models that 

are well-regularized or more sophisticated. 

DeepFool 

Strengths: 

DeepFool is highly successful at generating adversarial samples with minimum perturbations, therefore retaining a 

high level of precision in identifying the decision border. 

The attack has substantial efficacy against intricate models such as SVM, highlighting its potency in increasingly 

demanding settings. 
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Weaknesses: 

DeepFool incurs a significant computational burden, necessitating sufficient processing resources and time, hence 

rendering it less appropriate for real-time assaults. 

The accuracy of Random Forest is moderately affected, indicating some resistance from this model. 

Carlini & Wagner (C&W) 

Advantages: 

The C&W assault is renowned for its robustness in circumventing several protection measures, owing to its utilization 

of sophisticated optimization techniques. 

Effectiveness: It demonstrates a notable level of efficacy when compared to models such as Logistic Regression and 

SVM, resulting in a considerable improvement in their performance. 

Limitations: 

Time-Consuming: This attack method requires a significant amount of time and processing resources, which restricts 

its practical use in situations where time is of the essence. 

Variable Impact: Although it can be beneficial on certain models, its influence can vary, exhibiting less consistent 

outcomes when applied to models such as Random Forest. 

Zero Order Optimization (ZOO) 

Advantages: 

Versatility: ZOO exhibits the ability to manage situations in which gradient information is not accessible, therefore 

demonstrating its adaptability in black-box environments. 

 Impressive Success Rate: This algorithm has a remarkable success rate when pitted against models such as SVM 

and Logistic Regression, underscoring its ability to outperform conventional models. 

Limitations: 

 The ZOO attack has the longest execution time of all the attacks analyzed in our study. It has significant processing 

demands, which render it unfeasible for large-scale or real-time attacks. 

 Variable Impact: The influence of the variable is not as strong for models like as Random Forest and Gradient 

Boosting, which maintain excellent performance metrics even when subjected to attacks. 

Table 4: Summary of Attack Methods 

Attack 

Method 
Strengths Weaknesses 

FGSM 

Fast and efficient; 

effective on simple 

models like 

Logistic Regression 

and SVM 

Limited impact on 

complex models; low 

sophistication 
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Attack 

Method 
Strengths Weaknesses 

DeepFool 

High precision; 

effective on 

complex models 

like SVM 

High computational 

cost; moderate impact 

on Random Forest 

C&W 

Robust against 

many defenses; 

highly effective on 

Logistic Regression 

and SVM 

Time-consuming; 

variable impact across 

models 

ZOO 

Versatile in black-

box settings; high 

success rate against 

SVM and Logistic 

Regression 

Extremely time-

consuming; less 

effective on Random 

Forest and Gradient 

Boosting 

 

These insights highlight the strategic factors that must be considered when selecting an adversarial attack strategy, 

striking a balance between the efficacy of the attack and the computing feasibility. Every solution possesses distinct 

advantages and disadvantages, rendering it more or less appropriate for certain types of models and application 

circumstances. 

This chapter focuses on the different levels of vulnerability exhibited by various machine learning models and the 

effectiveness of different adversarial attack techniques. By understanding these factors, researchers may enhance 

their ability to create and implement machine learning systems that are resistant to adversarial manipulations, 

therefore guaranteeing their dependability and safeguarding in practical scenarios. 

 

CONCLUSION AND FUTURE WORK 

SUMMARY OF FINDINGS 

Our research involved a comprehensive assessment of four commonly used machine learning models: Logistic 

Regression, Support Vector Machine (SVM), Random Forest, and Gradient Boosting. We evaluated these models in 

the presence of four different adversarial attack methods: Fast Gradient Sign Method (FGSM), DeepFool, Carlini & 

Wagner (C&W), and Zero Order Optimization (ZOO). The main conclusions derived from our investigation are as 

follows: 

Both Logistic Regression and SVM showed notable weaknesses in the face of all assault strategies. For instance, the 

percentage of success for adversarial assaults on these models was quite high, especially with FGSM, which showed 

almost total effectiveness in lowering the performance of the model. 

Random Forest and Gradient Boosting models, although more robust than simpler models, nonetheless exhibited 

significant decline in accuracy and recall, particularly when exposed to advanced assaults like as C&W and ZOO. 
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The execution time exhibited significant variability across various attack strategies. The Fast Gradient Sign Method 

(FGSM) demonstrated the highest execution speed, giving it an immediate and efficient threat. On the other hand, 

ZOO required the maximum amount of time, suggesting a compromise between the complexity of the assault and 

the speed of execution. 

These observations highlight the urgent requirement for strong defenses against adversaries to safeguard machine 

learning models, particularly those used in crucial applications. 

IMPLICATIONS FOR ENHANCING MODEL ROBUSTNESS 

The significance of our results for improving model robustness is substantial: Adversarial Training: By including 

adversarial instances in the training procedure, models can be enhanced in their ability to withstand specific sorts of 

assaults. This proactive defensive strategy facilitates the acquisition of knowledge on the attributes of hostile noise 

by models, hence enhancing their resilience. 

Defensive Distillation is a method that decreases a model's susceptibility to minor changes in input, hence improving 

its resistance to assaults based on gradients. The process involves training the model using a modified version of the 

original dataset and subsequently refining it by incorporating the distilled information. 

Ensemble techniques for modeling: Using a combination of several models can offer protection against hostile 

assaults. By taking the average of predictions from numerous models, the negative effects of adversarial perturbations 

on any one model are reduced, thereby improving the overall resilience of the model. 

RECOMMENDATIONS FOR PRACTITIONERS AND RESEARCHERS 

In order to ensure the resilience of machine learning models, it is advisable for practitioners and academics to consider 

the following recommendations: 

Conduct regular adversarial testing to consistently assess models against different types of attacks and detect and 

address weaknesses. This iterative procedure guarantees that models are not only efficient but also resistant to 

emerging threats. 

Establish a system of layered defenses. Implement a comprehensive defensive plan that integrates many techniques 

like adversarial training, input preprocessing, and anomaly detection. This all-encompassing strategy establishes a 

thorough security foundation. 

Stay informed about emerging threats: Stay updated on the most recent advancements in hostile attack strategies and 

countermeasures. Acquiring this information is essential for preserving the security and resilience of machine 

learning models against novel and advanced Attacks. 

ETHICAL CONSIDERATIONS AND SOCIETAL IMPACT 

When deploying machine learning models in sensitive and essential applications, it is crucial to carefully evaluate 

the ethical consequences. It is not just a technological difficulty, but a moral obligation to ensure the resilience of 

these models against adversarial attacks. The subsequent points encapsulate these considerations: 

Transparency: It is crucial to openly and honestly disclose any vulnerabilities discovered in machine learning models. 

This level of openness fosters public confidence and enables cooperative endeavors to strengthen model security. 

Security: It is crucial to guarantee the resilience of models against adversarial assaults in order to avoid potential 

harm. Ensuring model integrity is especially crucial in domains such as healthcare, finance, and autonomous systems, 

as the implications of damaged models can be severe. 
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Preserving the honesty and dependability of AI systems is essential for upholding public confidence in technology. 

Creating strong and safe models is important for building trust in AI-powered solutions. 

POTENTIAL AREAS FOR FURTHER INVESTIGATION AND INNOVATION 

Possible avenues for future study can be investigated to better enhance the field of adversarial robustness: 

Explainable AI aims to improve the interpretability of machine learning models, enabling us to get a deeper 

understanding of how adversarial assaults exploit the weaknesses of these models. Having this comprehension is 

essential for creating more efficient safeguards. 

Methods for optimizing problems that are able to handle uncertainty and variability in the input parameters, resulting 

in solutions that are resilient and reliable. Explore optimization techniques that automatically incorporate 

considerations for adversarial robustness throughout the training phase. These methodologies have the potential to 

generate models that possess inherent resilience against adversarial assaults. 

Adaptive mechanisms for defense: Create dynamic defensive systems capable of promptly identifying and reacting 

to hostile threats in real time. Implementing such solutions would guarantee uninterrupted safeguarding and bolster 

the security of deployed models.  
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