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I.ABSTRACT 

 In recent years, Machine Learning Algorithms 

(MLA) has become increasingly popular for use in 

Recommender Systems (RS). RS are used to 

generate personalized recommendations for users 

based on their preferences and past behavior. 

MLA offer several advantages over traditional 

methods of RS, such as improved accuracy, 

scalability, and robustness. This review paper 

aims to provide a comparative analysis of the 

various MLA used in RS, examining the strengths 

and weaknesses of each. 
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II. INTRODUCTION  

A recommendation system is an information 

filtering system that seeks to predict the rating or 

preference a user would give to an item. It is widely 

used in applications such as product 

recommendation, movie recommendation, music 

recommendation, and news recommendation. The 

goal of a recommendation system is to provide the 

most accurate predictions of a user's interests by 

learning from past interactions. 

III. RECOMMENDER SYSTEMS 

The first MLA that will be discussed is Content-

Based Filtering (CBF). CBF uses the content of an 

item to generate recommendations. It relies on the 

user’s past behavior to determine what type of 

items they may be interested in. The main 

advantage of CBF is that it does not require any 

data about other users in order to generate 

recommendations. However, it is limited in its 

ability to capture user preferences, as it does not 

take into account the preferences of other users. 

 The second MLA is Collaborative Filtering (CF). 

CF uses the preferences of other similar users to 

generate personalized recommendations. It is able 

to capture user preferences more accurately than 

CBF because it takes into account the preferences 

of other users. However, CF is limited by the fact 

that it requires large amounts of data about other 

users in order to generate recommendations. 

 The third MLA is Latent Factor Models (LFM). 

LFM uses latent factors to represent user 

preferences. These latent factors are based on the 

user’s past behavior and the preferences of other 

users. LFM is able to generate more accurate 
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recommendations than CBF or CF because it takes 

into account both the user’s past behavior and the 

preferences of other users. However, LFM requires 

large amounts of data in order to generate accurate 

recommendations.  

The fourth MLA is Deep Learning (DL). DL is a 

subfield of Machine Learning that uses neural 

networks to generate recommendations. It is able to 

generate more accurate recommendations than 

CBF, CF, or LFM because it takes into account 

both the user’s past behavior and the preferences of 

other users. However, DL requires large amounts 

of data in order to generate accurate 

recommendations. 

 

IV. MACHINE LEARNING ALGORITHMS 

Overview of Machine Learning Algorithms 

Machine learning algorithms are used to generate 

predictions by learning from and analyzing data. 

These algorithms can be divided into four main 

categories: supervised learning, unsupervised 

learning, reinforcement learning, and deep 

learning. 

1. Supervised Learning  

Supervised learning algorithms use labeled data to 

make predictions about unseen data. Examples of 

supervised learning algorithms include linear 

regression, logistic regression, support vector 

machines (SVMs), decision trees, and random 

forests. These algorithms are used in recommender 

systems to predict user preferences, ratings, and 

other behaviors.  

 

2. Unsupervised Learning 

 Unsupervised learning algorithms identify 

patterns in data without the use of labeled data. 

Examples of unsupervised learning algorithms 

include k-means clustering, hierarchical clustering, 

and self-organizing maps. These algorithms are 

used in recommender systems to identify user 

segments and recommend content based on shared 

user characteristics. 

3. Reinforcement Learning  

Reinforcement learning algorithms use trial-and-

error to identify the best action to take in a given 

situation. Examples of reinforcement learning 

algorithms include Q-learning and deep Q-

learning. These algorithms are used in 

recommender systems to optimize user interactions 

and learn user preferences over time.  

4. Deep Learning 

 Deep learning algorithms use layered networks of 

artificial neurons to identify patterns in data. 

Examples of deep learning algorithms include 

convolutional neural networks, recurrent neural 

networks, and generative adversarial networks. 

These algorithms are used in recommender systems 

to analyze complex user interactions and generate 

more accurate recommendations. 

5. Matrix Factorization  

Matrix factorization is a type of collaborative 

filtering algorithm. It involves decomposing the 

user-item matrix into two low-dimensional 

matrices. The first matrix contains the user 

preferences and the second matrix contains the 

item features. By combining the two matrices, the 
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algorithm can generate accurate recommendations 

based on the user preferences and item features. 

6. Neural Networks 

 Neural networks are a type of machine learning 

algorithm that is well-suited for recommendation 

systems. They can learn complex relationships 

between items and users, and can generate accurate 

recommendations. Neural networks can also be 

used to capture the long-term preferences of users, 

as they can learn from past interactions and 

generate better predictions over time. 

 

V. APLLICATION 

A recommender system is an important tool used in 

many industries to help customers find products 

and services they are interested in. It is used in e-

commerce, social networks, and many other 

applications. The goal of a recommender system is 

to suggest items that a user might be interested in. 

To do this, it must be able to analyze a user’s data 

and preferences and make accurate 

recommendations. 

Once the best algorithm has been chosen, it can be 

used to create a model that can accurately predict 

user preferences. This model can then be used to 

make accurate recommendations to users. The 

model can also be used to adjust the system as new 

data becomes available, so that the 

recommendations remain relevant and up-to-date. 

 

 

 

 

 

VI. CONCLUSION 

In conclusion, each of the MLS discussed has its 

own strengths and weaknesses. CBF is limited in 

its ability to capture user preferences, while CF and 

LFM require large amounts of data in order to 

generate accurate recommendations. DL is able to 

generate more accurate recommendations than the 

other MLS, but it also requires large amounts of 

data. Ultimately, the choice of MLA for a RS 

depends on the needs of the system and the data 

available. 

This paper reviewed the current state of machine 

learning algorithms used in recommender systems. 

Supervised learning algorithms are used to predict 

user preferences and ratings, unsupervised learning 

algorithms are used to identify user segments, 

reinforcement learning algorithms are used to 

optimize user interactions, and deep learning 

algorithms are used to analyze complex user 

interactions. Each of these algorithms has its own 

strengths and weaknesses, and it is important to 

choose the right algorithm for the task at hand. 

Overall, a comparative analysis of different 

machine learning algorithms can be a great way to 

determine which algorithm is best suited for a 

particular recommender system. By comparing the 

accuracy, speed, and data requirements of different 

algorithms, it is possible to find the best algorithm 

for a given system. Once the best algorithm is 

chosen, it can be used to create a model that can 

accurately predict user preferences and make 

accurate recommendations. 
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VII. FUTURE WORK 

Finally, future work could also involve comparing 

different algorithms in terms of their scalability and 

robustness. This could involve running the 

algorithms on different datasets, and then 

comparing the performance of the algorithms as the 

dataset size increases. This could also involve 

running the algorithms on a variety of different 

hardware configurations, such as different types of 

GPUs, and then comparing the results. Overall, 

there are a variety of different approaches that 

could be taken in order to conduct a comparative 

analysis of different machine learning algorithms 

for recommender systems. The approach chosen 

will ultimately depend on the specific objectives of 

the 

 

REFERENCES 

1. M. Benard Magara, S. O. Ojo and T. Zuva, 

"A comparative analysis of text similarity 

measures and algorithms in research paper 

recommender systems," 2018 Conference 

on Information Communications 

Technology and Society (ICTAS), 2018, 

pp. 1-5, doi: 

10.1109/ICTAS.2018.8368766. 

2. Y. Zhou, "A Dynamically Adding 

Information Recommendation System 

based on Deep Neural Networks," 2020 

IEEE International Conference on Artificial 

Intelligence and Information Systems 

(ICAIIS), 2020, pp. 1-4, doi: 

10.1109/ICAIIS49377.2020.9194792. 

3. D. Paraschakis, B. J. Nilsson and J. 

Holländer, "Comparative Evaluation of 

Top-N Recommenders in e-Commerce: An 

Industrial Perspective," 2015 IEEE 14th 

International Conference on Machine 

Learning and Applications (ICMLA), 2015, 

pp. 1024-1031, doi: 

10.1109/ICMLA.2015.183. 

4. B. Walek and P. Spackova, "Content-Based 

Recommender System for Online Stores 

Using Expert System," 2018 IEEE First 

International Conference on Artificial 

Intelligence and Knowledge Engineering 

(AIKE), 2018, pp. 164-165, doi: 

10.1109/AIKE.2018.00036. 

5. S. Amara and R. R. Subramanian, 

"Collaborating personalized recommender 

system and content-based recommender 

system using TextCorpus," 2020 6th 

International Conference on Advanced 

Computing and Communication Systems 

(ICACCS), 2020, pp. 105-109, doi: 

10.1109/ICACCS48705.2020.9074360. 

6. K. A. Fararni, F. Nafis, B. Aghoutane, A. 

Yahyaouy, J. Riffi and A. Sabri, "Hybrid 

recommender system for tourism based on 

big data and AI: A conceptual framework," 

in Big Data Mining and Analytics, vol. 4, 

no. 1, pp. 47-55, March 2021, doi: 

10.26599/BDMA.2020.9020015. 

7. P. Tumuluru, L. R. Burra, M. Loukya, S. 

Bhavana, H. M. H. CSaiBaba and N. 

Sunanda, "Comparative Analysis of 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 07 Issue: 06 | June - 2023                                SJIF Rating: 8.176                                 ISSN: 2582-3930                    

 

© 2023, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM23278                               |        Page 5 

Customer Loan Approval Prediction using 

Machine Learning Algorithms," 2022 

Second International Conference on 

Artificial Intelligence and Smart Energy 

(ICAIS), 2022, pp. 349-353, doi: 

10.1109/ICAIS53314.2022.9742800. 

8. S. Agarwal, S. Thakur and A. Chaudhary, 

"Prediction of Lung Cancer Using Machine 

Learning Techniques and their 

Comparative Analysis," 2022 10th 

International Conference on Reliability, 

Infocom Technologies and Optimization 

(Trends and Future Directions) (ICRITO), 

2022, pp. 1-5, doi: 

10.1109/ICRITO56286.2022.9965052. 

9. P. A and K. M, "Comparative Analysis of 

DoS Attack Detection in KDD CUP99 

using Machine Learning Classifier 

Algorithms," 2022 3rd International 

Conference on Electronics and Sustainable 

Communication Systems (ICESC), 2022, 

pp. 1570-1573, doi: 

10.1109/ICESC54411.2022.9885694. 

10. L. W. Mary and S. A. A. Raj, "Machine 

Learning Algorithms for Predicting SARS-

CoV-2 (COVID-19) – A Comparative 

Analysis," 2021 2nd International 

Conference on Smart Electronics and 

Communication (ICOSEC), 2021, pp. 

1607-1611, doi: 

10.1109/ICOSEC51865.2021.9591801. 

11. Zibriczky, D., Petres, Z., Waszlavik, M., & 

Tikk, D. (2013, December). EPG content 

recommendation in large scale: a case study 

on interactive TV platform. In Machine 

Learning and Applications (ICMLA), 2013 

12th International Conference on (Vol. 2, 

pp. 315-320). IEEE. 

12. Bouneffouf, D., Bouzeghoub, A., & 

Gançarski, A. L. (2012). Hybrid-ε-greedy 

for mobile context-aware recommender 

system. In Advances in Knowledge 

Discovery and Data Mining (pp. 468-479). 

Springer Berlin Heidelberg. 

13. Kulkarni, S. (Ed.). (2012). Machine 

Learning Algorithms for Problem Solving 

in Computational Applications: Intelligent 

Techniques: Intelligent Techniques. IGI 

Global. 

14. MovieLens. Non-commercial, personalized 

movie recommendations. Retrieved August 

8, 2015, from https://movielens.org 

15. Scopus. Retrieved August 8, 2015, from 

http://www.scopus.com 

16. Seric, L., Jukic, M., & Braovic, M. (2013, 

May). Intelligent traffic recommender 

system. In Information & Communication 

Technology Electronics & 

Microelectronics (MIPRO), 2013 36th 

International Convention on (pp. 1064- 

1068). IEEE. 

17. Steck, H. (2013, October). Evaluation of 

recommendations: rating-prediction and 

ranking. In Proceedings of the 7th ACM 

Conference on Recommender Systems (pp. 

213-220). ACM. 

http://www.ijsrem.com/
https://movielens.org/
http://www.scopus.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 07 Issue: 06 | June - 2023                                SJIF Rating: 8.176                                 ISSN: 2582-3930                    

 

© 2023, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM23278                               |        Page 6 

18. Martineau, J. C., Cheng, D., & Finin, T. 

(2013). TISA: topic independence scoring 

algorithm. In Machine Learning and Data 

Mining in Pattern Recognition (pp. 555-

570). Springer Berlin Heidelberg. 

http://www.ijsrem.com/

