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Abstract — Polycystic Ovary Syndrome (PCOS) is a common hormonal disorder in women of repro- ductive
ages. It is frequently associated with infertility, metabolic abnormalities, and long-term health
complications.Due to heterogenous manifestations and the dependence on multiple clinincal factors of this
disorder, achieving early and precise diagnosis is difficult. This review provides an overview of machine
learning (ML) and deep learning (DL) methods developed for the early detection of PCOS. We examined
studies that adopted a range of algorithms including Random Forest, Support Vector Machine, XGBoost,
Convolutional Neural Networks, and ensemble methods applied to clinical, biochemical, and ultrasound
imaging data. This review describes the important facts about the most frequently utilized datasets, puts an
emphasis on key diagnostic markers such as AMH, FSH, LH, BMI, and follicle count, and compares model
performance indicators. Particularly, ensemble and stacking approaches showed accuracies above 97%, while
explainable Al methods such as SHAP and LIME have improved the trans- parency and clinical interpretability
of models. Also, limited diversity of available datasets, inadequate multimodal data fusion, and a lack of
extensive validation in real-world clinical environments are some of the long-lasting issues. This paper combines
current progress, highlights the existing research gaps, and suggests future pathways for creating robust,
interpretable, and clinically applicable PCOS diagnostic tools.

Key Words: Polycystic Ovary Syndrome, Machine Learning, Deep Learning, Early Diagnosis, Explain- able
Al, Feature Selection.

1. INTRODUCTION factors lead to irregular menstruation, hirsutism,
acne, obesity, and insulin resistance. Besides, its
impact on reproductive health, PCOS is linked to
long-term complications such as Type-2 diabetes,
cardiovascular disease, and various psychological
health issues.

Polycystic Ovary Syndrome (PCOS) is one of the
most common endocrine or hormonal disorders in
women of reproductive age, with a worldwide
prevalence estimated at 6%-20% [13]. It is ex-
plained by hyperandrogenism, ovulatory dysfunc- PCOS diagnosis is conventionally based on the

tion, and polycystic ovarian morphology. These  Rotterdam Consensus criteria (2003),which re-
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quires at least two of the following three fea- tures
must be present: oligo-anovulation, hyper-
androgenism, and polycystic ovaries on ultrasound
[13]. However, the heterogeneity of PCOS poses
strong diagnostic difficulties. Many women face
delayed diagnosis due to the wide variation in
symptom presentation and inconsistencies in clin-
ical assessment. Early identification is essential
for quick management and for mitigating related
health risks.

Recent advances in machine learning (ML) and
deep learning (DL) have introduced novel strate-
gies for PCOS detection. Models such as Random
Forest, Support Vector Machine, and XGBoost
show strong performance in classifying PCOS us-
ing clinical and biochemical variables [1, 4, 6].
Deep learning models, particularly convolutional
neural networks (CNNs), have also showed util-
ity in interpreting ultrasound images [9]. Also the
Explainable Al (XAI) approaches, including
SHAP [14] and LIME [15], have improved the in-
terpretability of these models, which helps in in-
creasing confidence among healthcare profession-
als.

In spite of that, several issues persist, such as
limited diversity of available datasets, class imbal-
ance, absence of standardized feature sets, and in-
sufficient validation in real-world clinical settings.

1.1  Objectives of This Review

The objective of this review is to thoroughly an-
alyze ML and DL approaches for early PCOS di-
agnosis by surveying datasets and features used.
The review also aims to compare algorithm perfor-
mances, examine feature selection and XAI tech-
niques, identify research gaps, and propose future
directions.

2. RELATED WORK

The application of machine learning and deep
learning techniques for PCOS detection has gained
significant attention in recent years. Researchers
have explored various algorithms, datasets, and
feature selection techniques to de- velop accurate
and interpretable diagnostic mod- els.

© 2026, I[JSREM | https://ijsrem.com

2.1 Machine Learning Approaches

Several studies have applied conventional machine
learning techniques to PCOS classification. Zad et
al. [1] analyzed Electronic Health Records from
Boston Children’s Hospital covering 4,500 pa-
tients and used Logistic Regression, Random For-
est, Gradient Boosting Machine, SVM, and Neu-
ral Networks, reporting an AUC of 0.92. Their
findings showed that ML models can detect likely
PCOS cases even in the absence of explicit di-
agnostic codes, with elevated testosterone, higher
BMI, and menstrual irregularities identified as ma-
jor predictive factors.

Elmannai et al. [4] introduced a PCOS detec- tion
model using Genetic Algorithm for optimized
feature selection combined with Random Forest
classifier, achieving 98.2% accuracy on a Kaggle
dataset of 541 married women. The approach in-
corporated SHAP for model interpretability, high-
lighting AMH, FSH, and LH as the most influen-
tial features. In a related effort, Khanna et al. [6]
designed a three-level stacked ensemble (STACK-
3) that integrates multiple classifiers, obtaining
98% accuracy using Mutual Information-based
feature selection on the same Kaggle dataset.
Gencer and Gencer [7] evaluated various feature
selection strategies, including MARS, Bagging,
and Boosting with Multilayer Perceptron. They
found that MARS-based selection using 11 fea-
tures achieved 91.31% accuracy, surpassing mod-
els trained on all 41 features. Similarly, Faris and
Miften [8] employed a Genetic Algorithm with
SVM, reducing the feature set from 42 to 7 while
still attaining 90% accuracy with an RBF kernel.

2.2 Deep Learning Approaches

Deep learning methods have also been explored
for PCOS detection. Ahmad et al. [3] applied
SMOTE-based data balancing with lightweight
deep learning models including LSTM, CNN, and
hybrid CNN-LSTM architectures. The CNN-
based model achieved 96.59% accuracy with mini-
mal training time of 10.02 seconds, demonstrating
potential for early-stage detection.

A tri-stage CNN-based wrapper approach was
presented by Abouhawwash et al. [12] and
achieved a high accuracy of 98.67% on Kaggle
data. At the same time, Chelliah et al. [11] com-
pared several algorithms, including ELM, LSTM,
and DBN. They found that the Deep Belief Net-
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work performed better than the others, with a 97% ing ultrasound data remain underexplored com-
success rate in all evaluation metrics. pared to clinical feature-based methods [9].

2.3 Image-Based Detection 3. METHODOLOGY

Divekar and Sonawane [9] focused on PCOS clas-  This section outlines the systematic approach
sification from ultrasound images using transfer
learning methods. Inception V3 performed the
best among all the models tested, which achieved
an accuracy of 90.52% and a notably high recall of
97.16%, which is important to ensure that fewer 3.1
PCOS cases are missed. The study was carried out

using the PCOSGen dataset, which contains 4,668 A comprehensive literature search was conducted

adopted for conducting this review, including the
literature search strategy, selection criteria, and
data extraction process.

Literature Search Strategy

ultrasound images. across multiple academic databases, including
PubMed, IEEE Xplore, ScienceDirect, Research-
2.4 Hybrid and Ensemble Approaches Gate, Google Scholar, and DOAJ (Directory of

Open Access Journals). Combinations of key-
Recent studies focused on ensemble and stack- ing  words such as “Polycystic Ovary Syndrome,”
methods to improve performance of the mod- els. “pCQS detection,” “PCOS prediction,” “machine
Stacked Learning Framework was proposed in learning,” “deep learning,” “artificial intelligence,”
Emara et al. [10] using ADASYN as data <«classification,” “diagnosis” and “explainable AI”
balancing method and BORUTA for feature se- were used for the search. The search was limited
lection, with XGBoost as meta-classifier. The to publications from 2021 to 2025 to capture re-
model achieved 97% accuracy. Shaufee et al.  cent advances in the field.
[2] combined Particle Swarm Optimization with
SVM, achieving 90.18% accuracy through opti- 35
mized feature selection.

Inclusion and Exclusion Criteria

For this review, studies were chosen based on a set
2.5 Research Gaps Identified of . inclus'ion crite'ria. These included peer-

reviewed journal articles or conference papers that
According to the surveyed literature, several gaps focused on PCOS detection or prediction using
emerge: (a) heavy reliance on a single Kaggle ML or DL methods. Only studies that reported
dataset limits generalizability [4, 6-8, 10-12], (b) clear quantitative performance measures, such as
most studies lack real-world clinical validation,  accuracy, precision, recall, Fl-score, or AUC,
(c) limited exploration of multimodal approaches were considered. In addition, the research needed
combining clinical and imaging data, (d) insuffi- to make use of clinical, biochemical, lifestyle, or
cient focus on diverse populations across different imaging data for PCOS classification and be pub-
regions, and (e) computational efficiency concerns lished in the English language.

for real-time clinical deployment [9]. On the other hand, certain studies were left out of
the review. These included works that dealt only
2.6 Key Observations from Literature with PCOS treatment or management with- out

any diagnostic or predictive modeling, as well as
review articles, editorials, or opinion pieces that
did not present original experimental results.
Studies with incomplete methodological details or
missing performance metrics were also excluded,
along with duplicate publications or research that
reused identical datasets and methods.

From Table 1, several trends emerge. The Kag-
gle dataset by Kottarathil (541 samples) is the
most frequently used benchmark, appearing in 9
of 12 reviewed studies. Random Forest and
ensemble/stacking methods consistently achieve
the highest accuracies (97-98%) [4, 6]. Feature
selection techniques significantly improve model
performance while reducing computational com-
plexity [7, 8]. Studies incorporating Explainable
Al (SHAP, LIME) provide better clinical inter- From each selected study, key details were col-
pretability [4, 6, 11]. Image-based approaches us-  lected and organized into a table. This infor-

3.3 Data Extraction Process
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Table 1: Comparative Analysis of PCOS Detection Studies

Study IDataset Size  [Key Features Models Used Best Perfor- |Limitations

(Year) mance

Zad et al IBoston Chil- | 4,500 |Age, BMI, testos- [LR, RF, GBM, |AUC: 0.92, [Single-

(2021) dren’s Hospital terone, LH, FSH, SVM, NN |Acc: 88% institution,

IEHR linsulin imbalanced data

Shaufee etal.  [Kaggle N/S @2 features (hor- |PSO-SVM lAcc: 90.18% Static dataset, no

(2024) (Kapoor) monal, lifestyle) clinical validation

I Ahmad et al. [PCOS dataset N/S [Hormonal fea- [LSTM, CNN, |Acc: 96.59%  |Dataset unclear,

(2024) (SMOTE) ltures, testos- [CNN-LSTM (CNN) no interpretabil-
terone ity

Elmannai et [Kaggle (Kot- | 541 41 features (BMI,  [RF, XGBoost, |Acc: 98.2%  [Small dataset,

al. (2023) tarathil) IFSH, LH, AMH) DT, KNN, SVM (RF) married women

only

IPriyadharshini  |Clinical reports N/S |lAge, BMI, HB, |[LR,DT,RF |Acc: 100% (Overfitting risk,

et al. (2024) RBS, hormonal (DT) unclear dataset
levels

IKhanna etal.  [Kaggle (Kot- | 541 43 features [STACK-3, DNN,  |Acc: 98% |XAI incompat-

(2023) tarathil) (invasive & non- 1D-CNN (STACK-3) ibility, regional
invasive) data

Gencer Kaggle 541 41 features re- |MLP with |Acc: 91.31%  |Limited dataset,

& Gencer duced to 11 |MARS/Bagging (MARS) no external vali-

(2023) (MARS) dation

[Faris & [Kaggle (Kot- | 541 42 reduced to 7 |GA-SVM (RBF) IAcc: 90%, [Small dataset, re-

Miften tarathil) features Prec: 92% gional limitation

(2022)

IDivekar & [PCOSGen (Ul- 4,668 [Image pixel in- [Inception V3, |Acc: 90.52%,  [Slow inference

Sonawane trasound) tensity ResNet101, ViT Rec: 97.16% (~30s/image)

(2024)

[Emara et al.  [Kaggle 541 43 features (LH, Stacked (LR, |Acc: 97%, (Small dataset,

(2025) IFSH, AMH) RF, KNN + XG-  [Rec: 96% computationally

Boost) intensive

Chelliah et [Kaggle (Kot- | 541 43 features (SSO, |[ELM, IF, DT, [|Acc: 97% (Single public

al. (2024) tarathil) IMI, Chi-Square) LSTM, DBN (DBN) dataset

IAbouhawwash [Kaggle 541 39 features (tri- [CNN, MLP, |Acc: 98.67%  |Single dataset, no

et al. (2023) stage wrapper) RNN, Bi-LSTM (CNN) multimodal

Legend: LR: Logistic Regression, RF: Random Forest, DT: Decision Tree, SVM: Support Vector Machine, GBM: Gradient Boosting Machine, NN:
Neural Network, MLP: Multilayer Perceptron, CNN: Convolutional Neural Network, LSTM: Long Short-Term Memory, DBN: Deep Belief Network,

PSO: Particle Swarm Optimization, GA: Genetic Algorithm, MARS: Multivariate Adaptive Regression Splines, N/S: Not Specified

mation included the authors and year of publica-
tion, dataset source and size, features, preprocess-
ing steps, the machine learning or deep learning
models used, feature selection techniques, perfor-
mance metrics, key findings, limitations, and fu-
ture improvements. In total, 12 studies were iden-
tified and reviewed.

3.4 Review Framework

The extracted data was arranged in a comparative
framework based on four main aspects: (i) datasets
and data sources, (ii) feature types and feature se-
lection methods, (iii) classification models and ar-
chitectures, and (iv) model performance and in-
terpretability. This framework made it easier to
compare different studies and to identify common
trends as well as gaps in existing research.

© 2026, I[JSREM | https://ijsrem.com

4. COMPARATIVE ANALYSIS

This section presents a comprehensive compara-
tive analysis of the discussed studies through the
prism of four primary aspects: datasets, features,
machine learning and deep learning models, and
performance evaluation.

4.1 Datasets and Data Sources

The availability of quality datasets is critical to the
development of robust models in the diagnosis of
PCOS. Table 2 shows the datasets used as per the
studies reviewed.

The most widely used benchmark dataset for
PCOS classification studies comes from a Kaggle
dataset created by Kottarathil from 10 hospitals in
Kerala, India [4, 6-8, 10-12]. The dataset in-
cludes 541 rows of female records aged between
20-48 years of reproductive age with 43 features.
Although the open availability of the dataset has

DOI: 10.55041/IJ]SREM56579 |


https://ijsrem.com/

International Journal of Scientific Research in Engineering and Management (IJSREM)

¢h" Ak
@REM"
Sy e Jeurnal
w Volume: 10 Issue: 02 | Feb - 2026 ISSN: 2582-3930

SJIF Rating: 8.659

Table 2: Summary of Datasets Used in PCOS Detection Studies

Dataset Source Size IData Type |Accessibility [Studies Using
Kaggle (Kot- [541 sam- |Clinical & Bio- |[Open (CC [Elmannai et al., Khanna et al., Gencer
tarathil) ples chemical BY-NC-SA 4.0){& Gencer, Faris & Miften, Chelliah et al.,
IAbouhawwash et al., Emara et al.
Boston Chil- 4,500 pa- [Electronic Health [Restricted Zad et al.
dren’s Hospital (tients Records
EHR
Kaggle (Kapoor)  [Not speci- |Clinical features Open Shaufee et al.
fied
IPCOSGen 4,668 im- |Ultrasound Im- |Open Divekar & Sonawane
ages ages
Clinical Reports Not speci- |Patient observa- [Closed Priyadharshini et al.
fied tions

been instrumental in advancing PCOS classifica-
tion studies, there still exists a doubt with the in-
creased dependence on the dataset and the effec-
tiveness of the machine learning model.

The EHR dataset from Boston’s Children Hos-
pital used by Zad et al. [1] is the largest avail-
able, holding 4,500 patients, but accessibility is-
sues prevent it from aiding in reproducibility or
external validation. The second choice in consid-
eration is the PCOSGen dataset, which consists of
4,668 ultrasound image examples, as applied by
Divekar and Sonawane. [9]. The issue, however, is
that image-based studies of PCOS, as indicated by
the provided literature, have not been extensively
explored.

4.2 Feature Analysis

Features used in PCOS detection can be catego-
rized into six major groups. Table 3 presents the
feature taxonomy identified across studies.
Hormonal and biochemical markers consis- tently
emerge as the most discriminative features for
PCOS detection. The top predictors identified
across multiple studies utilizing explainable Al
techniques are AMH (Anti-Miillerian Hormone)
and FSH/LH ratio [4, 6, 10]. Physical indica- tions
including hair growth, skin darkening, and weight
gain also demonstrate strong predictive value
[6,8,11], offering non-invasive indicators for
preliminary screening.

4.2.1 Feature Selection Methods

Feature selection plays a crucial role in improv-
ing model accuracy while reducing computational
complexity. Table 4 compares feature selection
techniques employed across studies.

© 2026, I[JSREM | https://ijsrem.com

The studies show that reducing features from 41-
43 to 7-15 can maintain or even improve clas-
sification accuracy while significantly reducing
model complexity [7,8]. Genetic Algorithm-based
selection achieved optimal results in multiple stud-
ies [4, 8], successfully identifying the most dis-
criminative feature subsets. Mutual Information
combined with ensemble classifiers emerged as the
most effective filter-based method [6].

4.3 Machine Learning and Deep Learning
Models

Various ML and DL algorithms have been ap-
plied for PCOS classification. Table 5 provides a
comprehensive comparison of models used across
studies.

4.3.1 Model Category Analysis

The reviewed studies broadly fall into three main
model categories. Traditional machine learning
models, especially Random Forest [4] and XG-
Boost [4, 10], consistently show strong perfor-
mance, with reported accuracies ranging from 95—
98%. As a result, these approaches are the most
commonly used in PCOS classification. Their
relatively good interpretability and low computa-
tional cost also make them suitable for potential
clinical use.

Deep learning models have shown encouraging
results, particularly in image-based PCOS classi-
fication. CNN-based approaches achieved accu-
racies of up to 98.67% on clinical datasets [12] and
demonstrated high recall values of 97.16% when
applied to ultrasound images [9]. However, when
applied to small tabular datasets, deep learn- ing
models often performed worse than ensemble-
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Table 3: Feature Taxonomy for PCOS Detection

Category Features Frequency
Demographic IAge, weight, height, BMI, blood group, marital status High (100%)
Hormonal/ Bio- [FSH, LH, FSH/LH ratio, AMH, TSH, PRL, PRG, testosterone, in- High (100%)
chemical sulin, Vitamin D3, f-HCG
Reproductive Menstrual cycle regularity, cycle length, pregnancy history, number High (92%)
Health of abortions, follicle count (L/R), follicle size, endometrium thick-
ness
Physical/ Clinical ~ [Hirsutism, hair growth, skin darkening, acne/pimples, hair loss, High (83%)
Signs weight gain, waist-hip ratio
Vital Signs Blood pressure (systolic/diastolic), pulse rate, respiration rate, [Medium
hemoglobin (67%)
Lifestyle Factors  |Fast food consumption, regular exercise, sleep patterns Medium
(58%)
Imaging Features  |Ultrasound image pixel intensity, ovarian morphology Low (17%)

based methods [6], which may be attributed to lim-
ited sample sizes.

The highest overall performance is achieved by
Ensemble and Stacking approaches. The multi-
level STACK-3 model by Khanna et al. [6] and the
stacked framework by Emara et al. [10] both
achieved 97-98% accuracy.

4.4 Performance Evaluation

Table 8 presents a comprehensive performance
comparison across all reviewed studies.

4.4.1 Analysis of Results

Several important findings were revealed during
the performance analysis. Accuracy alone is in-
sufficient as a metric, particularly given the class
imbalance in PCOS datasets. Studies that ap- plied
data balancing techniques such as SMOTE,
ADASYN, and Borderline-SMOTE generally re-
ported more reliable performance, with balance
between precision and recall values [3, 6, 10].
More importantly , Recall is particularly criti- cal
for PCOS detection as false negatives (missed
diagnoses) can lead to delayed treatment and com-
plications. Divekar and Sonawane’s Inception V3
model [9] achieved the highest recall (97.16%),
making it valuable for screening applications that
prioritizes sensitivity.

4.5 [Explainable AI Integration

The use of Explainable Al (XAI) techniques has
become an important trend in recent PCOS detec-
tion studies, as summarized in Table 9.

© 2026, I[JSREM | https://ijsrem.com

The integration of XAl has been identified as a
potential solution to one of the major barriers to
the adoption of medical AI, which is trans-
parency in decisions [14, 15]. ome studies found
that features emphasized by XAI methods, such as
SHAP values and LIME, strongly correlate with
traditional medical knowledge, including the well-
known Rotterdam criteria [13]. However, Khanna
et al. [6] found XAI methods had difficulty assist-
ing with complex stacking architectures.

4.6 Summary of Comparative Analysis

As seen from this comparative analysis, it is found
that the maximum performance in the detection of
PCOS cases is achieved with ensemble and stack-
ing techniques, combined with feature selection
and balancing techniques [6, 10, 12]. Among all
single-classification techniques, the Random For-
est classifier is again seen to be the most reliable
[4], with CNN techniques having high possibilities
as image diagnosis techniques [9, 12]. The incor-
poration of XAl techniques further improves the
clinical relevance of these models by enhancing
the models’ transparency [4, 6, 11], however, one
drawback of ensemble models is their difficulty in
interpretation. As seen from this review, the limi-
tation associated with all the models is the reliance
on small and restricted datasets.

5. DISCUSSION

This section brings together the results of the
comparative analysis, highlights existing research
gaps, and discusses the main challenges in current
PCOS diagnostic systems.
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Table 4: Feature Selection Methods in PCOS Detection

Method Type Study Original |Selected [Impacton Accuracy
Genetic Algo- [Wrapper/ Elmannai etal. |41 Optimized |{Improved to 98.2%
rithm Metaheuristic
Genetic Algo- |Wrapper/ Faris & Miften |42 7 Maintained 90%
rithm Metaheuristic
MARS Statistical Gencer & @41 11 Improved to 91.31%
Gencer
Bagging Ensemble Gencer & @41 10 88.72%
Gencer
Boosting Ensemble Gencer & @41 4 87.61%
Gencer
Mutual  Infor- [Filter Khanna et al. 43 15 Best with STACK-3 (98%)
imation
Harris Hawk [Metaheuristic  [Khanna et al. 43 15 Comparable
Optimization
PSO Metaheuristic  [Shaufee et al. 42 Optimized (90.18%
BORUTA Wrapper Emara et al. 43 Subset 97%
Tri-stage 'Wrapper IAbouhawwash (39 Optimized (98.67%
'Wrapper et al.
Chi-Square Filter Chelliah et al. 43 Subset 97%
Test
5.1 Key Findings studies. The most used techniques were SMOTE

The review of the recent studies shows clear pat-
terns. Ensemble and Stacking methods applied in
the studies perform better than individual sin- gle
classifiers, achieving the accuracy between 97- 98%
[6, 10, 12]. On the other hand , in the single
classifiers , Random Forest proves to be the most
reliable one. [4]. Also, the Deep Learning models
show better results in the Image-Based PCOS data
and it’s detection, [9], but they do not perform well
on small and tabular datasets. In such cases , the
traditional Machine Learning Models show better
approach on the tabular data. [6].

Secondly , we observe the role of feature selec- tion
in various studies. It shows that the reduction in
input features from 41 - 43 features to 7-15 fea-
tures, does not harm the performance of the model.
In fact in some cases, it improves the accuracy of
the model [7, 8]. We also analyzed in the studies
that, hormonal factors such as AMH, FSH and LH
as well as physical indicators like follicle count,
BMI and hair growth are proven to be the most
discriminative feature in these studies [4, 6, 10].
These factors align with the Rotterdam diagnostic
criteria [13].

Our another observation from analysis, is that the
class imbalance in the PCOS data is a major
challenge. in order to mitigate this challenge var-
ious data balancing methods were used in several

© 2026, I[JSREM | https://ijsrem.com

and ADASYN, showing more stable results in
terms of balancing the precision-recall trade-off [3,
6, 10]. In order to improve the interpretabil- ity of
the model and its prediction, XAl tech- niques
(SHAP, LIME) were integrated. This helps in
aligning them with known medical knowledge. [4,
6,11,14,15].

5.2 Research Gaps

Although the latest studies have reported consider-
able progress, several issues remain unanswered.
The most notable concern is the fact that most
studies rely heavily on the Kaggle dataset used in
almost 70% of the work. [4, 68, 10-12]. The
dataset has only 541 samples. Naturally, the effec-
tiveness of the models in this study in generalizing
beyond the dataset remains in question. Another
issue is the fact that the data is from Kerala in In-
dia and comprises only married women. [6, §].
Another limitation is that most studies rely on a
single data modality. Existing approaches typi-
cally use either clinical data or ultrasound images
in isolation, even though PCOS diagnosis in prac-
tice involves information from multiple sources.
Effective multimodal integration is largely absent
from current research. Furthermore, most studies
are based on retrospectively curated datasets and
do not include prospective clinical validation [1].
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Table 5: Traditional Machine Learning Models for PCOS Detection

Model Studies Using Best Strengths Limitations
lAcc.
Random For- |[Zad et al., Elmannai et al., Khanna et 98.2% High accuracy, han- |[Less interpretable
est al., Priyadharshini et al., Emara et al. dles imbalanced data,  [than single trees
feature importance
SVM Zad et al., Shaufee et al., Elmannai et  [93.2% Effective for high- [Sensitive to pa-
al., Khanna et al., Faris & Miften dimensional data, [rameter tuning
kernel flexibility
XGBoost Elmannai et al., Khanna et al., Emaraet [97.5% Handles missing [Prone to over-
al. data, regularization fitting on small
datasets
Decision Tree  |[Elmannai et al., Priyadharshini et al., |100%%* High interpretability, |Overfitting risk
IKhanna et al., Chelliah et al. fast inference (*likely overfit)
KNN Elmannai et al., Khanna et al., Emaraet [91.5% Simple, no training [Sensitive to scal-
al. phase ing, slow infer-
ence
Logistic Re- [Zad etal., Khanna et al., Emara et al. 88% Interpretable, proba- |Limited for
gression bilistic output non-linear rela-
tionships
MLP Gencer & Gencer, Abouhawwashetal.  91.31% Captures non-linear [Requires more
patterns data

As a result, there is little evidence of real-world cal problems of bias in algorithms.
performance. Longitudinal analyses that track dis-
ease progression over time are also missing from 6. FUTURE DIRECTIONS
the literature.
This section discusses the future research direction
5.3 Challenges based on the gaps identified from the existing re-

) ] ~ search in PCOS.
One of the biggest challenges in PCOS research is

still data availability. Building large and diverse
datasets is difficult, mainly because of privacy reg-

ulations and institutional barriers. Although sev- Looking into the future, more effort appears to be
eral studies utilize artificial oversampling tech- required to build larger datasets for the future re-
niques, these methods by themselves seem to be search into PCOS. This might need collaboration
inadequate to deal with this imbalance issue ef- petween more than one hospital and research insti-
fectively. Another issue with implementing these tutions across different regions, rather than relying
models is the availability of several highly effec- on data collected from just a single source. Look-
tive features, which necessitate costly and invasive ing into the future, datasets considered might be
medical procedures, thus restricting their imple-  those collected from women belonging to different
mentation in underprivileged areas [6, 8]. age groups, ethnicities, and demographic settings
Moreover, it is clear that there is also a trade- off to ensure that they are not restricted to a certain
between model accuracy and clinical usabil- ity. type of population only. It is important that data is
Models that have the best performance may be collected using universal protocols, which would
quite complex, and the prediction is difficult for be beneficial for ensuring more consistency within
the clinician to understand [6]. Further con- the data and making the results more comparable
straints are added with the use of deep learning and verifiable.

models, which require considerable computational
powers and inference time, which may not be pos-
sible for clinical use [9]. Going beyond the afore-
mentioned issues, there is still the topic of regula- The fusion of different types of information, such
tory approval, clinical responsibility, and the ethi-  as clinical characteristics, hormonal test results,

6.1 Dataset Development

6.2 Multimodal Learning Approaches

© 2026, IJSREM | https://ijsrem.com DOI: 10.55041/IJ]SREM56579 | Page 8


https://ijsrem.com/

A' International Journal of Scientific Research in Engineering and Management (IJSREM)

W Volume: 10 Issue: 02 | Feb - 2026 SJIF Rating: 8.659 ISSN: 2582-3930

Table 6: Deep Learning Models for PCOS Detection

Model Studies Using Best Acc. Strengths Limitations
CNN \Ahmad et al., Abouhawwash et (96.59% - [Excellent for image data, [Requires large
al., Divekar & Sonawane 98.67% automatic feature extrac- |data, high com-
tion putation
LSTM \Ahmad et al., Chelliah et al. 92.04% Captures sequential pat- [Limited benefit
terns for tabular data
CNN-LSTM IAhmad et al. 94.31% Combines spatial and [Complex  archi-
temporal features tecture
DBN Chelliah et al. 97% Effective for unsuper- |Training com-
vised pretraining plexity
1D-CNN Khanna et al. 90% Efficient for 1D clinical [Underperformed
data vs. ensemble
DNN Khanna et al. 93.85% Flexible architecture Requires hyper-
parameter tuning
Inception V3 Divekar & Sonawane 90.52% Pretrained, multi-scale [Slow inference
features (~30s/image)
Table 7: Ensemble and Stacking Models for PCOS Detection
Model Studies Using Best Acc. Configuration
STACK-3 (Multi- [Khanna et al. 98% STACK-1 + STACK-2 combined
level)
Stacked (ADASYN |[Emara et al. 97% LR, RF, KNN + XGBoost meta-
+ BORUTA) classifier
\AdaBoost Khanna et al. ~95% Boosted weak learners
Extra Trees Khanna et al. ~96% Randomized decision trees
PSO-SVM Shaufee et al. 90.18% PSO-optimized SVM parameters
GA-SVM Faris & Miften 90% GA feature selection + RBF SVM

ultrasound test results, and lifestyle, in one model
is an encouraging trend in the future of the study
of PCOS [1, 4, 6, 9]. The use of multimodal fusion
networks can assist in the fusion of various pieces
of information from different types, causing the
comprehensive and precise diagnosis of the dis-
ease. In addition, the process is more realistic be-
cause, in clinical practice, physicians do not solely
rely on a certain type of evidence in diagnosing a
patient with PCOS.

6.3 Non-Invasive Screening Tools

In practical situations, much value can be placed in
emphasizing PCOS models that rely on non-
invasive information. Information like menstrual
patterns, weight, and other evident clinical symp-
toms are already discussed during the early stages
of clinical consultation and do not require labo-
ratory investigations. [6, 8]. Carefully developed
PCOS models based on such information can aid
the creation of simple screening tools through on-
line or mobile interfaces. It could aid the early
identification from a health point of view, though

© 2026, I[JSREM | https://ijsrem.com

it does not constitute a real diagnosis, particularly
for women living in resource-constrained regions.

6.4 Longitudinal Analysis

Longitudinal data can also potentially show how
PCOS develops and how it changes over time;
therefore, this is another area to be explored in
future studies. In this regard, it may prove ben-
eficial to try to link diagnostic models with wear-
able technology and menstrual tracking apps. This
could potentially allow for continuous monitoring
to assess PCOS more realistically over time.

6.5 Advanced Explainable AI

There is still a clear need to develop XAI methods
that work effectively with complex ensemble mod-
els [6]. While these models often achieve strong
performance, their decision-making processes are
difficult to interpret in clinical settings. Focus- ing
on inherently interpretable models that can
maintain high accuracy while offering clear and
transparent decision pathways would help improve

DOI: 10.55041/IJ]SREM56579 |
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Table 8: Performance Metrics Comparison Across Studies

Study Best Model Acc. Prec. [Rec. F1 IAUC  |Data Balanc-
ing

Zad et al. [Neural Net- (88% 87% 84% - 0.92 Not specified

(2021) work

Shaufee et al. [PSO-SVM 90.18% |- - - - None

(2024)

Ahmad et al. |[CNN 96.59% |- - - 0.966 |SMOTE

(2024)

Elmannai et al. |Random Forest [98.2% [97.8% [98.3% [98% - Not specified

(2023)

Priyadharshini ~ [Decision Tree 100%* |- - - - [None

et al. (2024)

Khanna et al. [STACK-3 98% 97% 98% 98% 1.00 Borderline-

(2023) SMOTE

Gencer & MLP (MARS) 91.31% | - - - INone

Gencer (2023)

Faris & Miften |GA-SVM 90% 92% 75.7% 83% - None

(2022)

Divekar & Son-  [Inception V3 90.52% [90.01% [97.16% (93.45% | None

awane (2024)

Emara et al. [Stacked + XG- [97% - 96% - - ADASYN

(2025) Boost

Chelliah et al. |DBN 97% 97% 97% 97% - INot specified

(2024)

\Abouhawwash  [Tri-stage + 198.67% [97% 89% - - INot specified

et al. (2023) CNN

*Likely indicates overfitting due to small dataset

trust and acceptance among clinicians [14, 15]. used, selected features, applied algorithms, and re-
ported performance measures in PCOS detection

6.6 Clinical Validation and Deployment models.

Overall, the findings show that ensemble and
stacking techniques provide the highest diagnos-
tic accuracy, typically in the range of 97-98% [6,
10, 12]. Among individual models, Random
Forest consistently is considered to be the most
reliable classifier [4]. Feature selection methods,
especially Genetic Algorithm [4, 8] and Mutual
Information [6], play an important role in im-
proving performance while keeping models less
complex. Across studies, hormonal markers such
as AMH, FSH, and LH, along with physical in-
dicators including follicle count, BMI, and hair
growth, are repeatedly identified as key predic-
tors [4, 6, 8, 10, 11]. These findings are consistent
with the Rotterdam diagnostic criteria [13]. In ad-
dition, data balancing techniques like SMOTE and
ADASYN are shown to be essential for managing
class imbalance [3, 6, 10]. The use of Explainable
Al methods, particularly SHAP and LIME, further
improves clinical interpretability and builds trust
in model predictions [4, 6, 11, 14, 15].

Before Al models can be used in real clinical set-
tings, they need to be tested through prospective
clinical trials that reflect everyday healthcare con-
ditions. Such trials help ensure that the models
work reliably with real patient data and fit nat-
urally into clinical workflows. In addition, us- ing
lightweight and efficient model designs can make
these systems easier to deploy and main- tain.
Integrating Al tools with Electronic Health
Records [1] would further support smooth adop-
tion by allowing clinicians to access predictions
directly within the systems they already use.

7. CONCLUSION

This review examined recent machine learning and
deep learning approaches used for the early
diagnosis of Polycystic Ovary Syndrome. A total
of 12 relevant studies published between 2021 and
2025 were analyzed, with a focus on the datasets
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Table 9: Explainable AT Methods in PCOS Detection Studies

Study XAI Methods Key Interpretable Findings Clinical Relevance
Elmannai et al. [SHAP AMH, FSH, LH identified as top |Aligns with Rotterdam
(2023) predictors criteria

Khanna et al. SHAP, LIME, ELI5, [Follicle count, hair growth, weight [Supports both invasive
(2023) Qlattice, Feature Im-  |gain, skin darkening as key features  |and non-invasive screen-

portance ing
Chelliah et al. |SHAP, LIME Follicle count, skin darkening iden-  [Provides transparent de-
(2024) tified cision support
Divekar & Son- |LIME Visual explanations for ultrasound [Highlights image
awane (2024) classification regions influencing
prediction

Despite these advances, several limitations re-
main. Many studies rely heavily on a single small
dataset containing only 541 samples, which raises
concerns about how well the models generalize to
broader populations [4, 6-8, 10-12]. Most exist-
ing work focuses on a single data type and lacks
effective multimodal integration, prospective clin-
ical validation, and longitudinal analysis. Practi-
cal issues such as computational efficiency [9] and
limited model interpretability [6] also continue to
restrict real-world deployment.

Future research should therefore prioritize the
development of larger and more diverse multi-
center datasets, better integration of multiple data
sources, and the design of non-invasive screening
tools. Conducting prospective clinical studies will
be essential to validate model performance in real
healthcare settings. Further progress in explain-
able Al for complex models and optimization for
low-resource or edge deployment will also be im-
portant for turning research into practice.

In summary, machine learning and deep learn- ing
methods show strong potential for early PCOS
detection and could support earlier intervention
and improved health outcomes. Addressing the
current limitations will be key to developing re-
liable, interpretable, and clinically usable PCOS
diagnostic systems.
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