
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 08 Issue: 01 | January - 2024                           SJIF Rating: 8.176                             ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM28307                                           |        Page 1 

A Data Driven Machine Learning Model for Fault Detection in Industrial Pipelines 

 

 

   
 

Abstract: Industry 4.0 has marked a paradigm shift in 

the way production and manufacturing operates. Process 

monitoring and fault diagnosis are important for the 

safety and reliability of industrial processes especially for 

smart manufacturing. As a data-driven process 

monitoring methodology, multivariate statistical analysis 

techniques, such machine learning based approaches 

have become extremely critical for automation. Pipelines 

carrying oil and gas are essential for a nation's economic 

sustainability. In order to maximise their function and 

prevent product losses during the transportation of 

petroleum products, they must be carefully inspected. 

However, they are susceptible to failure, which could 

have negative effects on the environment, financial loss, 

and safety. Therefore, evaluating the pipe's state and 

quality would be crucial. Despite being time-consuming 

and expensive, a number of inspection procedures are 

used to assure the safety of pipelines. However, due to 

the time consumption and error prone nature of manual 

inspection, data driven models are being explored for 

forecasting failure in oil and gas pipelines. The proposed 

work presents a Bayesian Regularized classifier for 

forecasting failure and the results show that the proposed 

approach outperforms the existing baseline techniques in 

terms of forecasting accuracy. 

 

Keywords:-  Industry 4.0, oil pipelines; failure 

forecasting, Bayesian Regularization, Confusion Matrix, 

Classification Accuracy. 

 

I.Introduction 

Industry 4.0 has been defined as “a name for the 

current trend of automation and data exchange in 

manufacturing technologies, including cyber-physical 

systems, the Internet of things, cloud computing and 

cognitive computing and creating the smart factory. 

The advent Fourth Industrial  

 

Revolution, Industry 4.0 conceptualizes rapid change 

to technology, industries, and societal patterns and 

processes in the 21st century due to increasing 

interconnectivity and smart automation. Coined 

popularly by the World Economic Forum Founder 

and Executive Chairman, Klaus Schwab, it asserts 

that the changes seen are more than just 

improvements to efficiency, but express a significant 

shift in industrial capitalism. 

 

 
Fig.1. Concept of Industry 4.0 

 

Industrial control systems are the mechanism (or 

brain) behind automated machine independence and 

motion. This is the technology that allows for 

industrial processes to be automated. The primary 

make-up of a control system is the control loop. 

Examples of control systems range from the very 

simplest, a discrete controller, to the complex 

SCADA system which manages all levels of a 

business’s manufacturing processes and geographical 

locations. 

 

II. Failures in Oil and Gas Pipelines 

Petroleum products are transported by pipelines, the 

backbone of the oil and gas sector, in a range of 

locations (such as onshore or offshore) [1]. The first 

oil pipeline was built in Pennsylvania in 1879, and it 

had a diameter of 6 inches and a length of 109 miles 

[2]. In 120 nations around the world, more than 2 

million miles of pipeline have been constructed. US 

pipelines account for 65% of the world's total length, 

with Canada and Russia following closely behind at 

8% and 3%, respectively [3]. About 75% of the total 

length of the pipeline is shared by these three nations 
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[4]. There will be 491 operational oil pipelines in use 

by 2020 [5]. The Asia-Pacific region is home to over 

46% (19,122 miles) of the world's oil and gas 

pipelines, while Canada is only expected to 

contribute 6%. External corrosion of insulated 

pipelines transporting hot products has been a major 

issue in the past, particularly in the 70s and 80s with 

several failures reported in any one year [6]. The 

problem was inherent to the design of these lines. 

Over time most such lines have been taken out of 

service (only 59 km remains today from a peak of 

over 1100 in the late 70s) and the issue disappeared 

with them, with only 2 cases recorded in the last 20 

years [7]. 

 

 
Fig.2 Number of recent hot pipe spills  

 

Inspection techniques have been applied to discover 

pipeline anomalies and flaws without shutting down 

production [8]. In order to overcome the significant 

cost and time required by these inspection 

techniques, numerous studies have been undertaken 

to examine the condition, diagnose failure causes, 

and anticipate the residual lives of pipelines. Some 

failure prediction models were founded on subjective 

assessment, making them susceptible to different 

opinions [9]. Due to the size and complexity of the 

data being shared, it is almost infeasible for manual 

detection of faults and anomalies as it would 

consume large man hours and would also be less 

accurate [10]. Therefore, it has become mandatory to 

design automated systems which can detect 

faults/failures in very less time and with high 

accuracy. Since the data size to be analysed by time 

critical applications is enormous indeed, therefore the 

conventional statistical techniques prove to be 

infeasible to detect fault detection with high level of 

accuracy, which primarily leads the focus to machine 

learning tools for the same. 

 

III. System Design using Regression Learning  

based Bayesian Regularized ANN 

Neural networks, with their remarkable ability to 

derive meaning from complicated or imprecise data, 

can be used to extract patterns and detect trends that 

are too complex to be noticed by either humans or 

other computer techniques. Other advantages include 

[11]:  

 

1. Adaptive learning: An ability to learn how 

to do tasks based on the data given for 

training or initial experience.  

 

2. Self-Organization: An ANN can create its 

own organization or representation of the 

information it receives during learning time.  

 

3. Real Time Operation: ANN computations 

may be carried out in parallel, and special 

hardware devices are being designed and 

manufactured which take advantage of this 

capability.  

 

 
Fig.3 Mathematical Model of Neural Network 

 

The output of the neural network is given by: 

 

                          𝑦 = 𝑓(∑ 𝐗𝐢𝐖𝐢 )𝐧
𝐢=𝟏          (1) 
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Where, 

 Xi represents the signals arriving through various 

paths,  

Wi represents the weight corresponding to the 

various paths and  

f represents the activation function. 

 

It can be seen that various signals traverssing 

different paths have been assigned names X and each 

path has been assigned a weight W. The signal 

traverssing a particular path gets multiplied by a 

corresponding weight W and finally the overall 

summation of the signals multiplied by the 

corresponding path weights reaches the neuron which 

reacts to it according to the bias Ɵ. Finally its the bias 

that decides the activation function that is 

responsiblefor the decision taken upon by the 

neuralnetwork. The activation function 𝜑 is used to 

decide upona the final output. The learning capability 

of the ANN structure is based on the temporal 

learning capability governed by the relation [12]: 

 

𝒘(𝒊) = 𝒇(𝒊, 𝒆)                          (2) 

Here, 

w (i) represents the instantaneous weights 

i is the iteration 

e is the prediction error 

 

The weight changes dynamically and is given by: 

  𝑾𝒌

𝒆,𝒊
→ 𝑾𝒌+𝟏                         (3) 

Here, 

Wk is the weight of the current iteration. 

Wk+1 is the weight of the subsequent iteration. 

 

(i) Regression Learning Model 

Regression learning has found several applications in 

supervized learning algorithms where the regression 

analysis among dependednt and independent 

variables is eeded [13]. Different regression models 

differ based on the the kind of relationship between 

dependent and independent variables, they are 

considering and the number of independent variables 

being used. Regression performs the task to predict a 

dependent variable value (y) based on a given 

independent variable (x). So, this regression 

technique finds out a relationship between x (input) 

and y(output). Mathematically, 

 

𝒚 = 𝜽𝟏 + 𝜽𝟐𝒙                   (4) 

Here, 

x represenst the state vector of inut variables  

y rperesenst the state vector of output variable or 

variables. 

Ɵ1 and Ɵ2 are the co-efficents which try to fit the 

regression learning models output vector to the input 

vector.  

 

By achieving the best-fit regression line, the model 

aims to predict y value such that the error difference 

between predicted value and true value is minimum. 

So, it is very important to update the θ1 and θ2 

values, to reach the best value that minimize the error 

between predicted y value (pred) and true y value (y). 

The cost function J is mathematically defined as [14]: 

 

𝑱 =
𝟏

𝒏
∑ (𝒑𝒓𝒆𝒅𝟏 − 𝒚𝒊)𝟐𝒏

𝒊=𝟏                (5) 

Here, 

n is the number of samples 

y is the target 

pred is the actual output. 

 

(ii) Gradient Descent in Regression 

Learning 

To update θ1 and θ2 values in order to reduce Cost 

function (minimizing MSE value) and achieving the 

best fit line the model uses Gradient Descent. The 

idea is to start with random θ1 and θ2 values and then 

iteratively updating the values, reaching minimum 

cost. The main aim is to minimize the cost function J. 

 

(iii) Bayesian Regularization 

The Bayesian Regularization (BR) algorithm is a 

modified version of the LM weight updating rule 

with an additional advantage of usingthe Baye’s 

theorem of conditional probability for a final 

classification.  

The weight updating rule for the Bayesian 

Regularizationis given by: 

 

𝒘𝒌+𝟏 = 𝒘𝒌 − (𝑱𝒌𝑱𝒌
𝑻 + 𝝁𝑰)^ − 𝟏(𝑱𝒌

𝑻𝒆𝒌)   (6) 

 

Here, 

𝑤𝑘+1 is weight of next iteration, 
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𝑤𝑘     is weight of present iteration 

𝐽𝑘       is the Jacobian Matrix 

𝐽𝑘
𝑇      is Transpose of Jacobian Matrix 

𝑒𝑘      is error of Present Iteration 

𝜇 is step size 

𝐼 is an identity matrix. 

 

The decision making approach of the Bayesian 

Classifier can be understood graphically using the 

graph theory approach. The approach for computing 

the probability among different disjoint sets can be 

understood using the set theory approach shown in 

the subsequent steps. The figures clearly depict the 

decision to be taken in cases of different overlapping 

data value categories.  

 

 
 

Fig.4 Universal Set Containing a Subset ‘A’ 

 

Let us assume that the Bayesian Regularization 

algorithm needs to categorize the set A among 

multiple subsets in the superset U, for the time being 

in which only A exists exclusively. 

 

 
Fig.5 Probability of Exclusive Occurrence of ‘A’ 

 
Fig.6 Probability of Exclusive Occurrence of ‘B’ 

 

Figures above depict the probability of exclusive 

occurrence of events A and B respectively.  

 
 

Fig.7 Probability of Union of A and B 

 

Moreover for the predictive classification of ant data 

set, the Baye’s Rule is followed, which is given by: 

 

𝑷
𝑨

𝑩
=

𝑷(𝑨).𝑷
𝑩

𝑨

𝑷(𝑩)
                          (7) 

 

Here, 

 

𝑃
𝐴

𝐵
 is the probability of occurrence of A given B is 

true. 

 

𝑃
𝐵

𝐴
 is the probability of occurrence of B givenA  is 

true. 

 

𝑃(𝐵) is the probability of occurrence of B 

 

𝑃(𝐴) is the probability of occurrence of A 

 

In the present case the, 70% of the data has been 

taken for training and 30% of the data has been taken 

for testing. 

 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 08 Issue: 01 | January - 2024                           SJIF Rating: 8.176                             ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM28307                                           |        Page 5 

The conditional probability of the sentiment can be 

also seen as an overlapping event with the 

classification occurring with the class with maximum 

conditional probability. The mathematical 

formulation for the above mentioned probabilistic 

approach can be understood as follows: 

Let there be ‘N’ classes of data sets available in the 

sample space ‘U’. 

Let the conditional probability of each of such sets be 

given by: 

 

𝑷(
𝑨

𝑼
),  𝑷(

𝑩

𝑼
),  ……..    𝑷(

𝑵

𝑼
).         (8)        

 

The BR algorithm tries to find out the maximum 

among the probabilities: 

 

𝑷(𝐦𝐚𝐱) =

𝑷(
𝑨

𝑼
)

𝑷(
𝑩

𝑼
)

⋮
⋮
⋮
⋮

𝑷(
𝑵

𝑼
)

                          (9) 

 

The maximum value of the probability decides the 

classification of a dataset into a particular category. 

Assuming that X attains the maximum in such a 

sample space: 

 

𝑷𝒎𝒂𝒙 = 𝑿                          (10) 

Here, 

𝑃 (
𝑋

𝑈
) = 𝑃 

𝑋

∏ 𝑈𝑖
𝑖=𝑛
𝑖=1

             

∏ 𝑈𝑖
𝑖=𝑛
𝑖=1  represents the conditional probability 

cumulative for all possible data set classes in the 

sample space U 

X is the maximum probability corresponding to a 

particular data set and n is the total number of classes 

of categorization.  

 

IV. Evaluation Parameters 

Since errors can be both negative and positive in 

polarity, therefore its immaterial to consider errors 

with signs which may lead to cancellation and hence 

inaccurate evaluation of errors. Therefore we 

consider mean square error and mean absolute 

percentage errors for evaluation. The system 

accuracy can be evaluated in terms of the mean 

square error which is mathematically defined as: 

 

𝒎𝒔𝒆 =
𝟏

𝒏
∑ (𝑿 − 𝑿′)𝟐𝑵

𝑰=𝟏       (11) 

Here,  

X is the predicted value and  

X’ is the actual value and n is the number of samples. 

The classification accuracy can be computed as: 

 

𝑨𝒄 =
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
         (12) 

Here, 

• TP: True Positive  

• (TN): True Negative  

• (FP): False Positive  

• (FN): False Negative  

A high value of the accuracy indicates that the 

proposed algorithm is effective in the performance of 

the classification problem at hand. 

 

V. Results: 

 

The proposed data driven model needs the analysis of 

the data to be annotated initially in the categories of 

failure and non-failure of the pipeline. The data is 

randomly divided into 70% and 30% for training and 

testing, respectively. 

 

 
 

Fig.8 Raw dataset 

 

The data set parameters which are used for the 

training process are: 

1. Pipeline location 

2. Pipeline type 

3. Oil Sub-type 

http://www.ijsrem.com/
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4. Liquid name 

5. Location in latitude and longitude 

6. Cause category 

7. Cause Sub-category 

8. Intentional Release (in barrels) 

9. Unintentional release (in barrels) 

10. Liquid recovery (in barrels) 

11. Liquid loss (in barrels) 

12. Liquid Ignition 

13. Liquid Explosion 

14. Pipeline shutdown/failure (target) 

 

 
Fig.9 Designed Neural Network and its training 

parameters  

 

The following attributes of the designed neural 

network are: 

1) The number of hidden layers has been 

limited to 2 in order to limit the complexity 

of the algorithm. 

2) The performance evaluation parameter is the 

mean square error 

3) The training algorithm is the Bayesian 

Regularization algorithm 

 
Fig.10 Training and epoch performance of the 

proposed system 

 

 The variation of the mean squared error as a function 

of the number of epochs is shown in the above figure. 

It can be seen that the MSE stabilizes at a value of 

3.0745. 

 

 
Fig.11 Training States as a function of number of 

epochs. 
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The variation in the training states such as the step 

size (mu), gradient, number of effective parameters 

and sum squared parameters has been shown in 

figure 9. The validation has also been shown. The 

gradient (g) and step size (µ) mathematically defined 

as: 

𝒈 =
𝝏𝒆

𝝏𝒘
                            (13) 

Here, 

e represents the error 

w represents the weight 

 

𝝁 = 𝒘𝒌+𝟏 − 𝒘𝒌               (14) 

Here, 

k represents the present iteration 

k+1 represents the subsequent or next iteration 

 

 
Fig.12 Confusion Matrix 

 

Figure 12 depicts the confusion matrix for the 

proposed system depicting the TP, TN, FP and FN 

values respectively. The accuracy is computed as: 

𝐴𝑐 =
1415 + 1155

1415 + 1155 + 85 + 141
=

1545

1796
= 91.91% 

 

It can be clearly seen that the proposed work attains 

much higher accuracy of 91.91% compared to 85% 

of previous work [1]. This can be attributed to the 

regression learning based BR trained ANN design 

which has a steep descent of error compared to the 

naïve Baye’s classifier or the conventional Bayesian 

Regularization algorithm.  

 

Conclusion: 

It can be concluded form the previous discussions 

that pipelines carry petroleum products when 

compared to rail and roadways. However, pipelines 

are prone to various failures under diverse 

circumstances, leading to catastrophic 

environmental consequences owing to oil spilling as 

well as substantial economic losses due to 

production stoppage.  The proposed approach uses 

a Regression Learning  based Bayesian Regularized 

ANN for the forecating of pipeline 

fauilure/shutdown. A set of governing variables 

have been used to train the BR model. The accuracy 

of the proposed system has been computed in terms 

of the true prositve and true negative rates. It has 

been shown that the proposed work attains much 

higher accuracy of 91.91% compared to 85% of 

previous work, and thus outperforms the baseline 

appraoch in terms of classification accuracy. 
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