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Abstract—Machine Learning and Deep Learning 

Models are being extensively used at the backend of 

forecasting crypto prices. Many factors, including 

changes in regulation, public opinion on social media, 

investor actions, and overall global economic trends, 

contribute to the high degree of volatility in the 

cryptocurrency market. Predicting the future value of 

cryptocurrencies with any degree of accuracy has 

emerged as a top concern for academics, traders, and 

investors due to the inherent uncertainty of the 

market. Machine learning (ML) provides excellent 

methods for evaluating large volumes of real-time and 

historical data to forecast price changes in the future. 

ML models range from simple statistical methods to 

intricate deep learning architectures. The proposed 

work employs an optimized second order 

regularization based back propagation algorithm 

along with the data pre-processing using the discrete 

wavelet transform (DWT) for crypto price prediction. 

It has been shown that the proposed system attains 

lesser mean square percentage error compared to 

previously existing technique. 

Keywords—Machine Learning, Neural Networks, 

Regularization, Time Series Analysis, Mean Absolute 

Percentage Error (MAPE). 

I. INTRODUCTION 

Machine learning models rely on extensive and diverse 

datasets to make reliable cryptocurrency predictions [1]. 

Sources of data typically include historical price data, 

volume, open/high/low/close (OHLC) data, order book 

information, social media sentiment, and macroeconomic 

indicators. Data preprocessing is essential, given the 

noisy and unstructured nature of financial data. This 

involves data cleaning, handling missing values, and 

transforming data to remove seasonality and reduce 

volatility. Feature engineering is another critical step, 

where new variables are created, such as moving averages 

or relative strength index (RSI), to help models better 

understand patterns in cryptocurrency price data [2].  

 

 
Fig.1 Percentage Share of Crypto Currencies  

(Source: 

https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber

=9200988)  

 

raditional time series models, such as Autoregressive 

Integrated Moving Average (ARIMA), have been used 

for cryptocurrency forecasting due to their effectiveness 

in capturing trends and seasonality in historical data. 

However, ARIMA’s linear approach may limit its 

accuracy in cryptocurrency markets, where nonlinear 

relationships are common [3]. Long Short-Term Memory 

(LSTM) networks, a type of recurrent neural network 

(RNN), are particularly well-suited for sequential data, as 

they can capture long-term dependencies and nonlinear 

patterns in time series data. LSTMs have been shown to 

outperform traditional models in crypto forecasting due to 

their ability to retain information across time steps, 

providing better insight into market fluctuations. 

Mathematically, the time series crypto price can be 

modelled as [4]: 

 

𝑷 = 𝒇(𝒕, 𝒗)                                        (1) 

Here, 

P represents crypto price 

f represents a function of 

t is the time variable 

v are other influencing global variables 

 

Despite the potential of machine learning in 

cryptocurrency forecasting, several challenges persist. 

http://www.ijsrem.com/
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The highly volatile and speculative nature of the crypto 

market makes it challenging to create stable models, as 

traditional economic indicators may not hold in a 

decentralized market [5]. Furthermore, the scarcity of 

long-term data, especially for newer cryptocurrencies, can 

limit the accuracy of historical-based models. Overfitting 

is another concern, as cryptocurrency data often exhibits 

random noise; models trained on such data might perform 

well on historical data but poorly on future predictions. 

Finally, the rapid pace of regulatory changes and 

technological advancements in the cryptocurrency sector 

means that models must be regularly updated and 

validated to remain relevant [6]. 

As cryptocurrency markets continue to grow, advances in 

machine learning and artificial intelligence will likely 

lead to even more sophisticated forecasting techniques. 

Models incorporating real-time data from decentralized 

exchanges and blockchain analytics may improve 

forecasting accuracy. Transfer learning, where models 

trained on similar financial markets are fine-tuned for 

cryptocurrency data, could help mitigate the data scarcity 

issue for newer coins. Additionally, federated learning—

where models learn from decentralized data without 

centralized storage—could enhance privacy and security 

in cryptocurrency forecasting, allowing individual 

investors and institutions to train models collaboratively 

while preserving data privacy. [7].  

II. MACHINE LEARNING MODELS 

As crypto  currency price prediction is a time series 

analysis problem, hence it is necessary to evaluate the 

common time series models prior to developing own 

model. Here the most common time series models which 

can be used for crypto price forecasting [8].  

 

Time series analysis plays a crucial role in fields ranging 

from finance and economics to healthcare and 

environmental science. In time series data, observations 

are sequentially recorded at specific time intervals, 

making temporal dependencies a defining feature. Unlike 

standard supervised learning tasks, time series data often 

requires models that can account for trends, seasonality, 

and autocorrelation. Various machine learning models 

have proven effective for time series analysis, each with 

unique strengths in capturing these temporal patterns and 

delivering accurate predictions [9]. 

 

Autoregressive Integrated Moving Average (ARIMA) 

ARIMA is one of the most widely used statistical models 

for time series forecasting, especially effective in 

capturing linear relationships within data. ARIMA 

models incorporate autoregression (AR), differencing to 

handle non-stationarity (I for Integrated), and moving 

averages (MA) to account for residuals. By adjusting its 

three components (p, d, and q), ARIMA can model many 

patterns commonly found in time series data, such as 

trends and seasonality. However, ARIMA is limited to 

linear relationships and typically requires careful 

parameter tuning. Despite these limitations, ARIMA 

remains a valuable tool for time series forecasting when 

data follows linear trends [10]. 

 

Seasonal Decomposition of Time Series (STL) and 

Seasonal ARIMA (SARIMA) 

For data exhibiting seasonality, which is common in 

many real-world time series, models like SARIMA 

extend ARIMA by adding a seasonal component. 

SARIMA adds parameters to ARIMA to account for 

seasonal cycles at fixed intervals, making it highly 

effective for time series with repeating seasonal patterns. 

Seasonal decomposition, or STL (Seasonal and Trend 

decomposition using Loess), is another approach that 

separates a time series into its trend, seasonality, and 

residual components. These decomposition techniques 

allow for more accurate analysis by addressing the 

distinct characteristics of each component, providing 

models with cleaner inputs for prediction tasks [11]. 

 

Exponential Smoothing (ETS) 

Exponential smoothing techniques are another category of 

statistical methods for time series forecasting. These 

models, such as the Holt-Winters Exponential Smoothing, 

apply exponentially decreasing weights to past 

observations, meaning more recent data points have a 

greater influence on predictions. ETS models account for 

trends and seasonality, making them suitable for data with 

level shifts and cyclical patterns. Because of their 

simplicity and effectiveness in certain cases, exponential 

smoothing methods are often used as baseline models for 

time series forecasting. While ETS models are 

straightforward and computationally efficient, they may 

underperform on highly complex datasets with nonlinear 

relationships [12]. 

 

Long Short-Term Memory (LSTM) Networks 

http://www.ijsrem.com/
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LSTM networks, a type of recurrent neural network 

(RNN), are widely used for time series forecasting due to 

their ability to capture long-term dependencies in 

sequential data. LSTM models feature memory cells that 

retain information over extended sequences, making them 

particularly well-suited for time series data with long-

term trends. By managing information through gates 

(input, forget, and output), LSTMs can learn which 

information to keep or discard, adapting to both short-

term and long-term patterns. LSTMs have been 

successfully applied in fields like stock market prediction 

and weather forecasting, where complex, nonlinear 

patterns are common. However, they are computationally 

intensive and require large datasets to avoid overfitting 

[13]. 

 

Gated Recurrent Units (GRU) 

GRUs are a variant of LSTM networks designed to be 

simpler and computationally more efficient while still 

handling sequential dependencies effectively. GRUs have 

fewer gates than LSTMs, making them faster to train and 

less prone to overfitting on smaller datasets. Despite their 

simplified structure, GRUs often deliver comparable 

performance to LSTMs in time series forecasting tasks, 

especially when the dataset is smaller or requires shorter-

term forecasting. GRUs are frequently used in 

applications where computational resources are limited, 

or where faster model training is a priority, balancing 

predictive power with efficiency [14]. 

 

XGBoost and Random Forest for Time Series 

While not originally designed for time series data, 

ensemble methods like XGBoost and Random Forest 

have been adapted for time series forecasting. By 

transforming time series data into a supervised learning 

format, these models can capture complex relationships 

and handle nonlinearity. XGBoost, in particular, is 

powerful for capturing intricate patterns by constructing 

an ensemble of decision trees in a gradient boosting 

framework. Random Forest, on the other hand, averages 

predictions from multiple decision trees, reducing 

overfitting and capturing trends in noisy data. These 

models are advantageous in situations where temporal 

dependencies are weaker or when additional explanatory 

variables are present, as they can easily integrate external 

features [15]. 

 

Convolutional Neural Networks (CNNs) for Time Series 

Analysis 

Although CNNs are typically associated with image data, 

they have been successfully applied to time series 

forecasting, particularly through 1D convolutions. CNNs 

are capable of extracting local patterns, which can be 

beneficial for time series data with short-term 

dependencies. CNNs are often used in combination with 

LSTMs or GRUs to form hybrid models, where CNN 

layers extract short-term patterns, and recurrent layers 

capture longer-term dependencies. These hybrid models 

have shown promise in fields like energy demand 

forecasting and predictive maintenance, where capturing 

both local and long-term patterns is essential for accurate 

forecasts. 

Hybrid Models: Combining Strengths for Enhanced 

Performance 

Hybrid models, which integrate multiple machine 

learning techniques, have gained popularity for time 

series forecasting due to their ability to capture a wider 

range of patterns. For example, an LSTM network might 

be combined with an attention mechanism to selectively 

focus on important time steps, or a CNN layer could be 

added to capture local dependencies before passing data 

to a recurrent layer. These hybrid models leverage the 

strengths of each component model, providing more 

flexible and accurate predictions. Hybrid models are 

particularly useful in complex time series data with both 

short-term and long-term dependencies, offering robust 

performance across a range of applications. 

 

III. PROPOSED ALGORITHM 

 

The proposed algorithm majorly comprises of two main 

approaches: 

 

Data Filtration: 

The discrete wavelet transform or DWT has been used for 

data filtration. The wavelet transform is an effective tool 

for removal of local disturbances. Crypto prices show 

extremely random behavior and local disturbances.  

Hence conventional Fourier methods do not render good 

results for highly fluctuating data sets.  Mathematically, 

the wavelet transform can be given as [16] 

 

Z (S, P) =∫ 𝒛(𝐭 ) ((𝑺, 𝑷, 𝒕))𝒅𝒕
∞

−∞
                (2) 

 

http://www.ijsrem.com/
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Here, 

 S denotes the scaling operation 

P denotes the shifting operation 

t denotes the time variable 

Z is the image in transform domain 

z is the image in the spatial domain 

 

The major advantage of the wavelet transform is the fact 

that it is capable of handling fluctuating natured data and 

also local disturbances.  The DWT can be defined as [17]: 

 

WΦ (Jo, k) =
𝟏

√𝑴
∑ 𝑺(𝒏).𝒏 𝜱(𝒏)𝒋𝒐′𝒌 (3) 

 

 

Optimized Back Propagation Model: 

Back propagation is one of the most effective ways to 

implement the deep neural networks with the following 

conditions: 

1) Time series behavior of the data 

2) Multi-variate data sets 

3) Highly uncorrelated nature of input 

vectors 

The essence of the back propagation based approach is 

the fact that the errors of each iteration is fed as the input 

to the next iteration. [15]. The error feedback mechanism 

generally is well suited to time series problems in which 

the dependent variable is primarily a function of time 

along with associated variables. Mathematically, 

𝒀 = 𝒇(𝒕, 𝑽𝟏 … . 𝑽𝒏)                            (4) 

Here, 

Y is the dependent variable 

f stands for a function of 

t is the time metric 

V are the associated variables 

n is the number of variables 

The back propagation based approach can be illustrated 

graphically in figure 2.  

In case of back propagation, the weights of a subsequent 

iteration doesn’t only depend on the conditions of that 

iteration but also on the weights and errors of the previous 

iteration mathematically given by [18]: 

 

𝑾𝒌+𝟏 = 𝒇(𝑾𝒌, 𝒆𝒌, 𝑽)                    (5) 

Here, 

𝑊𝑘+1 are the weights of a subsequent iteration 

𝑊𝑘 are the weights of the present iteration 

𝑒𝑘 is the present iteration error 

V is the set of associated variables 

In general, back propagation is able to minimize errors 

faster than feed forward networks, however at the cost of 

computational complexity at times. However, the trade 

off between the computational complexity and the 

performance can be clearly justified for large, complex 

and uncorrelated datasets for data sets.  The optimized 

regularization based back propagation model can be 

trained using the following training rule [19]: 

𝒘𝒌+𝟏 = 𝒘𝒌 − [𝑱𝒌𝑱𝒌
𝑻 + 𝝁′𝑰]

−𝟏
𝑱𝒌

𝑻𝒆𝒌       (6)                               

Here, 

K is the iteration number 

𝑤𝑘+1 is weight of next iteration, 

𝑤𝑘     is weight of present iteration 

𝐽𝑘       is the Jacobian Matrix and is given by the terms 

𝐽𝑘 =
𝜕2𝑒

𝜕𝑤2 i.e. the second order rate of change of errors 

with respect to weights 

𝐽𝑘
𝑇      is Transpose of Jacobian Matrix 

𝑒𝑘      is error of Present Iteration 

𝝁′ is step size i.e. amount by which weight changes in 

each iteration 

𝐼 is an identity matrix, with all diagonal elements equal to 

1 and other elements 0 

 

The regularization term 𝜌 updates the weight through step 

sizes of 𝝁′ = 𝝆𝝁 so as to minimize the cost function 

without the chances of overfitting or saddle points. 
 

 

The data is divided in the ration of 70:30 for training and 

testing data set bifurcation.   

The final performance metrics computed for system 

evaluation are: 

1) Mean Absolute Percentage Error (MAPE) 

 

𝑴𝑨𝑷𝑬 =
𝟏𝟎𝟎

𝑴
∑

𝑬−𝑬𝒕|

𝑬𝒕

𝑵
𝒕=𝟏                  (7) 

 

Here Et and Et
~ stand for the predicted and actual values 

respectively. 

The number of predicted samples is indicated by M. 

 

2) Regression 

http://www.ijsrem.com/


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

                          VOLUME: 09 ISSUE: 04 | APRIL – 2025                                            SJIF RATING: 8.586                                                  ISSN: 2582-3930                                                                                                                                               

  

© 2025, IJSREM      | www.ijsrem.com                                                                                                                                            |        Page 5 
 

The extent of similarity between two variables is given by 

the regression. 

 

 
Fig.2 Flowchart of Back Propagation 

 

 

III. RESULTS 

The simulations have been performed on MATLAB. The 

libraries used are the statistical and deep learning libraries 

 

 
Fig.3 Original Bitcoin Price 

 

The figure above depicts variation in Bitcoin price. 

 

 
Fig.4 Haar Decomposition at Level 3 

 

The figure above depicts the Haar decomposition in terms 

of approximate and detailed co-efficients for the data. 

 

 
Fig.5 Denoising data using Symlet 

 

The figure above depicts the denoising process using 

Haar 

 

 

 

 
Fig.6 Multi-Resolution Analysis 

 

The figure above depicts the multi resolution analysis of 

noise baseline. 

http://www.ijsrem.com/
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Fig.7 Predicted and Actual Crypto Behavior  

 

The figure above depicts the predicted and actual crypto 

behavior.  

 

From the above figures, it can be concluded that the 

proposed system attains the following results: 

1) MAPE of Proposed work=0.02% 

2) MAPE of Previous work [1]=0.06% 

 

CONCLUSION 

Crypto price as a time series forecasting model 

presents unique challenges due to its sequential nature 

and the need to account for temporal dependencies. 

Machine learning offers a suite of models suited to 

different aspects of time series data, from traditional 

statistical models like Each model brings distinct 

advantages, whether in simplicity, computational 

efficiency, or the ability to capture nonlinear patterns. 

Choosing the right model depends on the 

characteristics of the dataset, the desired forecast 

horizon, and the specific application. This research 

work presents an optimized regularization based 

approach for crypto price forecasting. The model 

attains a forecasting MAPE of 0.02% only, much 

lesser than existing approaches in the domain. 
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