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Abstract— Sentiment classification is a crucial task 

in natural language processing (NLP) and data science 

that involves determining the sentiment or emotion 

conveyed in a piece of text. It has widespread 

applications in social media analysis, customer 

feedback evaluation, and financial forecasting. In this 

approach, the customer review dataset from Amazon 

reviews has been analyzed. Pre-processing of raw data 

has been done prior to using it to train a neural 

network. The regularization based Bayes Optimized 

Deep Neural Network has been used for sentiment 

classification from social media dataset. To compare 

the performance of the proposed system against 

existing research in the domain, the predication error 

metric has been computed. From the performance of 

the proposed system, it can be observed that the 

proposed system clearly outperforms the existing 

approaches in terms of prediction error and accuracy.  
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I. INTRODUCTION 

In the digital age, customer reviews play a crucial role in 

shaping consumer decisions and business strategies. 

Analyzing these reviews can provide valuable insights 

into customer satisfaction, product performance, and 

areas for improvement [1] However, manually analyzing 

thousands of reviews is time-consuming and inefficient. 

Machine learning (ML)-based sentiment analysis 

automates this process, enabling businesses to classify 

customer reviews as positive, negative, or neutral [2]. By 

leveraging ML algorithms, companies can enhance their 

decision-making, improve customer service, and optimize 

product offerings. The knowledge discovery in databases 

(KDD) model has been used extensively for sentiment 

classification which is depicted in figure 1. 

 

 
Fig.1 The knowledge discovery process 

 

Sentiment analysis, also known as opinion mining, is a 

natural language processing (NLP) technique used to 

determine the sentiment expressed in a piece of text [3]. It 

involves identifying emotions, attitudes, and opinions in 

customer reviews and classifying them into predefined 

sentiment categories. Traditional sentiment analysis relied 

on rule-based approaches and lexicon-based methods, 

which involved predefined word lists and sentiment 

scores [4]. However, these methods lacked adaptability to 

complex language structures and contextual variations. 

Machine learning-based approaches have emerged as a 

more effective alternative, providing higher accuracy and 

better generalization [6]. 

 

Despite its advantages, sentiment analysis faces 

challenges such as [6]: 

1. Sarcasm and Contextual Understanding: Machine 

learning models struggle to detect sarcasm, irony, 

and implicit meanings in reviews. 

2. Data Imbalance: Sentiment datasets often contain 

an uneven distribution of positive, negative, and 

neutral reviews, affecting model performance. 

3. Evolving Language: Slang, emojis, and evolving 

customer expressions require continuous updates 

in sentiment analysis models. 
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II. CONTEXTUAL ANALYSIS AND DEEP 

LEARNING  

One of the major challenges in sentiment analysis is the 

contextual analysis of data. The different aspects are 

discussed subsequently [7].  

2.1 Contextual Analysis 

It is often difficult to estimate the context in which the 

statements are made. Words in textual data such as tweets 

can be used in different contexts leading to completely 

divergent meaning [8].  

2.2 Frequency Analysis 

Often words in textual data (for example tweets) are 

repeated such as 

##I feel so so so happy today!! 

In this case, the repetition of the word is used to 

emphasize upon the importance of the word. In other 

words, it increases to its weight. However, such rules are 

not explicit and do not follow any regular mathematical 

formulation because of which it is often difficult to get to 

the actuality of the tweet [9]. 

2.3 Converting textual data into numerically weighted 

data 

The biggest challenge in using an ANN based classifier is 

the fact that the any ANN structure with a training 

algorithm doesn’t work upon textual data directly to find 

some pattern. It needs to be fed with numerical substitutes 

[7]. Hence it becomes mandatory to replace the textual 

information with numerical information so as to facilitate 

the learning process of the neural network [10] 

the machine or artificial intelligence system requires 

training for the given categories [11]. Subsequently, the 

neural network model needs to act as an effective 

classifier. The major challenges here the fact that 

sentiment relevant data  vary significantly in their 

parameter values due to the fact that the parameters for 

each building is different and hence it becomes extremely 

difficult for the designed neural network to find a relation 

among such highly fluctuating parameters. Generally, the 

Artificial Neural Networks model’s accuracy depends on 

the training phase to solve new problems, since the 

Artificial Neural Networks is an information processing 

paradigm that learns from its environment to adjust its 

weights through an iterative process [12]. 

Deep learning models do have the capability to extract 

meaning form large and verbose datasets by finding 

patterns between the inputs and targets. Since neural nets 

directly process numeric data sets, the processing of data 

is done prior to training a neural network [13]. The texts 

are first split into training and testing data samples in the 

ratio of 70:30 for training and testing. Further, a data 

vector containing known and commonly repeated spam 

and ham words is prepared [4]. Text normalization is 

followed by removal of special characters and 

punctuation marks. 

Subsequently the data set structuring and preparation is 

performed based on the feature selection.  The deep 

learning structure is depicted in figure 2 [15]. 

 

 
Fig.2 The deep learning structure  

 

The deep learning structure is depicted in figure 2 and it 

is basically a cascade of stacked neural networks [14].  

Multiple hidden layers facilitate the analysis of complex 

data. The cascading weight updating can be understood as 

[15]: 

 

𝒂𝒏 = 𝝋𝒏(𝝋𝒏−𝟏 … … . 𝝋𝟏{𝒘𝒑 + 𝒃})        (1) 

 

Here, 

W is the weight 

b is the bias 

a is the input to the final nth layer 

ɸ is the activation function 

 

III. METHODOLOGY 

The proposed approach is mathematically modelled as: 

The prepared data vector for training is used for training 

wherein the weights are initialized randomly. A stepwise 

implementation is done as [16]: 

1. Prepare two arrays, one is input and hidden unit and the 

second is output unit. 

Here, a two dimensional array 𝑊𝑖𝑗 is used as the weigt 

updating vector and output is a one dimensional array Yi. 

3. Original weights are random values put inside the 

arrays after that the output [17]. 

 

     𝒙𝒋 = ∑ 𝒚𝒊𝑾𝒊𝒋𝒊=𝟎                     (2) 
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Where,  

yi is the activity level of the jth unit in the previous layer 

and 

 𝑊𝑖𝑗 is the weightof the connection between the ith and the 

jth unit. 

4. Next, activation is invoked by the sigmoid function 

applied to the total weighted input [18]. 

 

𝒚𝒊 = [
𝒆𝒙−𝒆−𝒙

𝒆𝒙+𝒆−𝒙]                       (3) 

 

Summing all the output units have been determined, the 

network calculates the error (E). 

 

𝑬 =
𝟏

𝟐
∑ (𝒚𝒊 − 𝒅𝒊)𝟐

𝒊             (4) 

 

Where, yi is the event level of the jth unit in the top layer 

and di is the preferred output of the ji unit [19]. 

A. Implementing Back Prop: 

Calculation of error for the back propagation algorithm is 

as follows: 

Error Derivative (𝐸𝐴𝑗) is the modification among the real 

and desired target: 

 

𝑬𝑨𝒋 =
𝝏𝑬

𝝏𝒚𝒋
= 𝒚𝒋 − 𝒅𝒋             (5) 

Here, 

E represents the error 

y represents the Target vector 

d represents the predicted output 

 

Error Variations is total input received by an output 

changed given by: 

 

𝑬𝑰𝒋 =
𝝏𝑬

𝝏𝑿𝒋
=

𝝏𝑬

𝝏𝒚𝒋
𝑿

𝒅𝒚𝒋

𝒅𝒙𝒋
= 𝑬𝑨𝒋𝒚𝒋(𝟏 − 𝒚𝒊)     (6) 

 

Here, 

E is the error vector  

X is the input vector for training the neural network 

In Error Fluctuations calculation connection into output 

unit is computed as [20]: 

 

𝑬𝑾𝒊𝒋 =
𝝏𝑬

𝝏𝑾𝒊𝒋
=

𝝏𝑬

𝝏𝑿𝒋
=

𝝏𝑿𝒋

𝝏𝑾𝒊𝒋
= 𝑬𝑰𝒋𝒚𝒊      (7) 

 

Here, 

W represents the weights 

I represents the Identity matrix 

I and j represent the two dimensional weight vector 

indices 

Overall Influence of the error: 

 

𝑬𝑨𝒊 =
𝝏𝑬

𝝏𝒚𝒊
= ∑

𝝏𝑬

𝝏𝒙𝒋
𝑿

𝝏𝒙𝒋

𝝏𝒚𝒊
𝒋 = ∑ 𝑬𝑰𝒋𝑾𝒊𝒋𝒋     (8) 

 

The partial derivative of the Error with respect to the 

weight represents the error swing for the system while 

training. The gradient is computed as [21]: 

𝒈 =
𝝏𝒆

𝝏𝒘
                                (9) 

Here, 

g represents the gradient 

e represents the error of each iteration 

w represents the weights. 

 

The gradient is considered as the objective function to be 

reduced in each iteration. A probabilistic classification 

using the Bayes theorem of conditional probability is 

given by [22]:  

𝑷 (
𝑯

𝑿
) =

𝑷(
𝑿

𝑯
)𝑷(𝑯)

𝑷(𝑿)
                 (10) 

Here, 

Posterior Probability [P (H/X)] is the probability of 

occurrence of event H when X has already occurred 

Prior Probability [P (H)] is the individual probability of 

event H 

X is termed as the tuple and H is is termed as the 

hypothesis.  

Here, [P (H/X)] denotes the probability of occurrence of 

event X when H has already occurred. The proposed 

algorithm for the approach is presented next: 

 

Proposed Algorithm: 

 

As the customer review texts may have overlapping 

tags or tokens, hence a probabilistic Bayes Classifier 

has been proposed. As sentiments do not possess a 

particular decision boundary (fixed), hence a 

probabilistic approach happens to be more effective 

which can be done employing the Deep Bayes Net 

whose classification depends on the following 

relation [23]: 

 

𝑷 (
𝑿

𝑿𝒊,𝒌𝟏,𝒌𝟐,𝑴
) =

𝑷(
𝑿𝒊

𝑿,𝒌𝟐,𝑴
)𝑷(

𝑿𝒊
𝒌𝟏,𝑴

)

𝑷(
𝑿

𝒌𝟏,𝒌𝟐,𝑴
)

           (12)  

Here, 

𝑃 represents probability. 

𝑋𝑖  represents weights and bias vectors (combined). 

𝑋 represents the data to be used for the purpose of 

training. 

𝑀 represents data units (neurons) in network.  

𝑘1 𝑎𝑛𝑑 𝑘2represents the term responsible for 

penalty based regularization [24].  

𝜌 =
𝑘1

𝑘2
  is often considered the regularization factor 

which is acted upon the objective function (J) to me 

optimized based on the training dataset, and renders 

the regularized cost function [25]: 
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𝑭(𝒘) = 𝝁𝒘𝑻𝒘 + 𝒗[
𝟏

𝒏
∑ (𝒑𝒊 − 𝒂𝒊)𝟐𝒏

𝒊=𝟏 ] (13) 

If (𝜋 ≪ 𝑣): errors in training are typically rendered 

low.  

else if (𝜋 ≥ 𝑣): errors are typically rendered high 

needing a weight reduction or Penalty. The 

proposed algorithm is presented next: 

Start 

{ 

Step.1 Obtain annotated  dataset. 

 

Step.2 Divide the data into a ratio of 70:30 as training 

and testing data samples. 

 

Step.3 Define match token data length (n) and 

𝑓𝑜𝑟 𝑖 = 1: 𝑛 

𝑆𝑒𝑎𝑟𝑐ℎ (𝑡𝑜𝑘𝑒𝑛 == 𝑚𝑎𝑡𝑐ℎ 𝑡𝑒𝑥𝑡) 

end 

 

Step.4 Design a neural network with multiple hidden 

layers. 

 

Step.5 Initialize training with random weights. 

 

Step.6 Train models with training data and updated 

weights based on the back propagation rule as: 

 

𝒘𝒌+𝟏 = 𝒘𝒌 − [𝑱𝒌𝑱𝒌
𝑻 + 𝝁𝑰]

−𝟏
𝑱𝒌

𝑻𝒆𝒌   (14) 

 

Step.7 if (Cost Function J stabilizes over multiple 

iterations) 

           Truncate 

           else if (iterations==max. iterations defined) 

           Truncate  

           else 

           { 

           Apply data and update (𝑤, 𝑏) 

           Feedback (e) 

          } 

 

Step.8 Calculate error% and  Classification Accuracy 

Stop 

} 

 

The performance parameters used for evaluation of the 

algorithm is the accuracy % which is computed as: 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚% = 𝟏𝟎𝟎 − 𝒆𝒓𝒓𝒐𝒓%   (15) 

 

IV. RESULTS 

The experiment has been run on MATLAB with the deep 

learning library (toolbox). The Amazon customer review 

dataset has been obtained from Kaggle. 

The proposed system utilizes the textual data in the form 

of tweets to be analyzed based on positive, negative and 

neutral tokens to be represented by -1, 0 and 1 

respectively. Subsequently, the number of tokens with 

polarity is also fed to the neural network as a training 

parameter. The customer reviews are also ranked from 1 

to 5 depending upon the review. Each of the processes is 

presented next: 

 
Fig.3 Sentiment Data 

 

 
Fig.4 Positive Tokens 

 

 
Fig.5 Negative Tokens 

 

Figure 4 and 5 depict the positive and negative tokens to 

train the Bayesian Model presented next. 
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Fig.6 Design of the Deep Neural Network  

 
Fig.7 GUI for classification (happy) 

 

 

 
Fig.8 GUI for classification (sad) 

 

 
Fig.9 GUI for classification (neutral/normal) 

 

 
Fig.10 Obtained MAE for Model 

 

The proposed system parameters can be summarized in 

table 1. 

 

Table 1. Summary of Results 

Parameter Value 

ML category Bayesian Net 

No. of hidden layers 5 

MAE 0.67 

Accuracy (Proposed 

Work) 

99.3% (APPROX) 

Accuracy  

(Previous Work, [1]) 

93.5% 

CONCLUSION 

It can be concluded from previous discussions that 

sentiment classification is a very important application of 

NLP and data science. This paper presents a probabilistic 

Deep Bayes Net with regularization for sentiment 

classification, analyzing social medi data for product 

reviews. A Bayesian Network (BayesNet) is a directed 

acyclic graph (DAG) where nodes represent variables 

(such as words, phrases, or sentiment labels), and edges 

define probabilistic dependencies between them. In 

sentiment analysis, a BayesNet can model the 

probabilistic relationships between words in a tweet, post, 

or comment and their associated sentiment. Unlike 

traditional classifiers, BayesNet does not solely rely on 

word frequencies; instead, it captures contextual 

dependencies and incorporates prior knowledge into the 

classification process. Bayesian Networks with 

regularization provide a robust framework for sentiment 

classification of social media data by capturing 

probabilistic relationships between words and sentiments 

while mitigating overfitting. Regularization techniques 

such as Laplace smoothing, L1/L2 penalties, and 

Bayesian priors enhance the model’s generalization 

ability, making it well-suited for noisy, informal social 

media text. The prediction results clearly indicate the 

improved performance of the proposed approach in 

comparison with existing research in the domain. 
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