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Abstract— Remanufacturing cost prediction is 

conducive to visually judging the remanufacturability of 

end-of-life (EOL) products from economic perspective. 

However, due to the randomness, non-linearity of 

remanufacturing cost and the lack of sufficient data 

samples. The general method for predicting the 

remanufacturing cost of EOL products is very low precision. 

The approach is based on historical remanufacturing cost 

data to build a model for prediction. First of all, the 

remanufacturing cost of individual EOL product is 

arranged as a time series in reprocessing order. The long 

short term memory (LSTM) deep learning structure is used 

to predict the cost. The ADAM optimization is also applied 

to enhance the performance of the LSTM Model, where a 

combination of two gradient descent methodologies, 

momentum and a weighted average of the gradients is used 

to make the algorithm converge towards the minima in a 

faster pace. It has been shown that the proposed approach 

attains higher accuracy compared to existing work. 
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I. INTRODUCTION 

Traditional manufacturing industry is under 

increasing pressures to be resource efficiency, thus to 

consume less resources and to reduce pollution on the 

environment [1]. Remanufacturing is a significant 

value-recovery approach industrial process that can 

return end-of-life (EOL) products to as-good-as-new 

ones, thus releases the huge hidden economic value of 

EOL products [2]-[3]. It is becoming a strategic 

emerging industry in many countries, e.g. China and 

USA. However, at present, there is an urgent need for 

an efficient and effective decision making system to 

decide whether an EOL product should be re- 

manufactured [4]. The assessment and decision-making 

of remanufacture ability for EOL products should be, 

concentrated on both technical and economic feasibility 

[5]. To this end, some evaluation models and reliability 

theories for remanufacturability have been presented. 

Cost prediction is basically a time series prediction 

problem. Mathematically [6]: 

𝑪 = 𝒇(𝒕, 𝒗)                                        (1) 

Here, 

Cost 

f represents a function of 

t is the time variable 

v are other influencing global variables 

 

The dependence of remanufacturing cost over time 

makes it somewhat predictable under similar other 

conditions of global influencing variables [7]-[8]. 

However, even the slightest of changes can derail the 

prediction completely [9]. Not only is the 

remanufacturing cost affected by uncertain market 

factors, but also as a special manufacturing process, re- 

manufacturing faces many uncertainties, e.g., the 

remanufacturing rate of recycled products, the arrival 

time of the EOL products, reprocessing route, the 

quantity of recycled products, and the purchase quantity 

of new parts, etc [10]. These factors of remanufacturing 

cost make it difficult to create a model to predict 

remanufacturing cost that possesses, good nonlinear 

approximation ability [11]. To this end, this paper takes 

the pre- diction of remanufacturing cost for EOL 

products as the research objective, focuses on the 

decomposition of less sample data and adopts a well-

fitted algorithm, and the prediction accuracy of the 

model is further improved [12]-[13]. In the current 

researches, the remanufacturing cost prediction models 

can be divided into two categories: traditional linear 

prediction methods (such as vector auto-regression) and 

intelligent algorithm model with high fitting accuracy 

[14]. Statistical techniques are not found to be as 

accurate as the contemporary artificial intelligence and 

machine learning based approaches [15].  
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II. DEEP LEARNING 

Deep learning has evolved as one of the most effective 

machine learning techniques which has the capability to 

handle extremely large and complex datasets [16]. It is 

training neural networks which have multiple hidden 

layers as compared to the single hidden layer neural 

network architectures [17]-[18].  

The architectural view of a deep neural network is 

shown in figure 1. In this case, the outputs of each 

individual hidden layer is fed as the input to the 

subsequent hidden layer [19]. The weight adaptation 

however can follow the training rule decided for the 

neural architecture. There are various configurations of 

hidden layers which can be the feed forward, recurrent 

or back propagation etc [20].  

 

Fig.1 The Deep Neural Network Architecture 

The figure above depicts the deep neural network 

architecture with multiple hidden layers. The output of 

the neural network however follows the following ANN 

rule: 

 

𝒀 = ∑ 𝐗𝐢 . 𝐖𝐢   +   𝛉𝒊
𝐧
𝐢=𝟏                       (2) 

Where,  

X are the inputs 

Y is the output 

W are the weights 

Ɵ is the bias. 

Training of ANN is of major importance before it can 

be used to predict the outcome of the data inputs. 

 

III. THE LSTM MODEL 

The Neural networks are practical AI models able to 

analyze large and complex data sets. The long short 

term memory (LSTM) is fundamentally a recurrent 

neural network (RNN) which is specially useful to time 

series analysis. RNNs have a feedback loop from output 

towards input [21]. 

 

Fig.2 Recurrent Networks 

 

Typically, the RNNs suffer from the vanishing gradient 

problem which is effectively sating that the gradient 

values near the input layer don’t change as much as the 

gradient values close to the output layers. This issue is 

addressed in LSTMs. The LSTM primarily has 3 gates: 

1) Input gate: This gate collects the presents inputs and 

also considers the past outputs as the inputs. 

2) Output gate: This gate combines all cell states and 

produces the output. 

3) Forget gate: This is an extremely important feature 

of the LSTM which received a cell state value 

governing the amount of data to be remembered and 

forgotten. 
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Fig.3 Structure of LSTM 

The important aspect about LSTM is the fact that it 

repeatedly feeds the errors in every iteration to the 

network till the errors become constant or the maximum 

number of allowable iterations are over. This can be 

mathematically given by: 

𝑖𝑓 𝑃𝐹 ≠ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

𝑓𝑜𝑟 (𝑘 = 1, 𝑘 ≤ 𝑘𝑚𝑎𝑥 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 𝑘 = 𝑘 + 1) 

{ 

𝑊𝑘+1 = 𝑓(𝑋𝑘 , 𝑊𝑘 , 𝑒𝑘)          

}                                               

else 

{ 

𝑊𝑘+1 = 𝑊𝑘  && 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑠𝑡𝑜𝑝𝑠 

} 

Here, 

𝑋𝑘 is the input to the kth iteration  

𝑊𝑘 is the weight to the kth iteration 

𝑊𝑘+1 is the weight to the (k+1)st iteration 

𝑒𝑘 is the error to the kth iteration 

k is the iteration number 

PF is the performance function deciding the end of 

training 

𝑘𝑚𝑎𝑥 is the maximum number of iterations  

 

Thus if the error is within tolerance, which is generally 

not feasible to find beforehand in time series data, the 

training is stopped if the performance function (which 

can be the training error) becomes constant for multiple 

iterations or the maximum number of iterations are over. 

Now there are various ways in which the error can be 

minimized. This would be inferred from the number of 

iterations which are required to stop training. Thus the 

number of iterations would be a function of the gradient 

with which the error falls. Auto regression tries to find 

out the relation among a variable and its delayed 

version. Mathematically: 

 

𝑪𝑨𝒖𝒕𝒐 = ∫ 𝒙(𝒌)𝒙(𝒕 − 𝒌)𝒅𝒌
𝑻

𝟎
      (3) 

Here, 

𝐶𝐴𝑢𝑡𝑜 is the auto correlation of the variable 

x is the variable 

t is the time delay 

k is the variable of integration 

The auto correlation tells us about the changing nature 

of a variable. 

ADAM Optimization for LSTM 

As data is fed to a neural network for pattern 

recognition, the weights keep updating. However, it has 

been found that in case of time series problems, the 

latest data sample have the maximum impact on the 

latest output. Hence it is logical to calculate a moving 

average of latest (previous) data and apply it to the 

neural network. This fastens the convergenc and is 

termed as ADAM optimization [22]. This is also called 

a moving average. Mathematically,  

 

𝑰𝒌 = 𝑿𝟏,𝒌, 𝑴𝒆𝒂𝒏(𝑿)𝒌,𝒌−𝒏, 𝒀𝒌                 (4) 

Here, 

𝐼𝑘 is the kth input sample to the neural network 

𝑋1,𝑘 are the data samples from the first to the kth sample 

𝑀𝑒𝑎𝑛(𝑋)𝑘,𝑘−𝑛is the mean of the data samples form k-n 

to k, i.e. it is a moving average depending on the value 

of k 

𝑌𝑘 is the target. 

LSTM’s performance can depend upon the choice of 

optimization algorithm for the cost function. 

The conventional LSTM works on the gradient descent 

with the least squares (LS) optimization can be used to 

define the cost function given by : 

http://www.ijsrem.com/
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𝒇𝒄𝒐𝒔𝒕 = 𝒎𝒊𝒏⏟  
𝒌

    
𝟏

𝒏
∑ (𝒚𝒊 − �̂�𝒊)𝟐𝒏

𝒊=𝟏        (5)               

Where, 

𝑓𝑐𝑜𝑠𝑡 is the least squares cost function. 

𝑦𝑖 is the target. 

�̂�𝑖 is the predicted values. 

𝑛 is the number of samples. 

However, the LS optimization is being replace with the 

ADAM optimization which is is an extension to 

stochastic gradient descent that has recently seen 

broader adoption for deep learning. The gradient 

descent learning rule is given by: 

𝒘𝒌+𝟏 = 𝒘𝒌 − 𝜶
𝝏𝒆

𝝏𝒘
                (6)                                      

Here, 

𝑤𝑘+1 is the weight of the next iteration 

𝑤𝑘 is the weight of the present iteration 

e is the error 

α is the learning rate 

𝝏𝒆

𝝏𝒘
=

𝝏𝒆

𝝏𝒚
.

𝝏𝒚

𝝏𝒘
                       (7)                  

The chain rule in can be used for computing the error 

gradient.  The training is stopped based on the mean 

square error or mse given by: 

 

𝒎𝒔𝒆 =
∑ 𝒆𝒊

𝟐𝒏
𝒊=𝟏

𝒏
                                         (8) 

 

The final computation of the performance metric is the 

mean absolute percentage error given by: 

 

𝑴𝑨𝑷𝑬 =
𝟏𝟎𝟎

𝑴
∑

𝑬−𝑬𝒊|

𝒊
𝑵
𝒊=𝟏                                (9) 

Here, 

n is the number of errors 

i is the iteration number 

E is the actual value 

𝐸𝑖 is the predicted value 

 

 

 

 

 

IV. RESULTS 

 

The experimental results have been simulated on 

MATLAB and the prediction model used is the LSTM.  

 

 
 

Fig.4 LSTM Parameters 

 

Figure 4 depicts the LSTM model parameters such as 

dropout, fully connected layers and activation function. 

 

 

 
Fig.5 Training Progress for LSTM 

 

Figure 5 depicts the training progress of the LSTM 

network, with the variation in the cost function as a 

function of iterations. 
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Fig.6 Actual and Forecasted Values 

 

Figure depicts the predicted and actual stock behavior. It 

can be observed that the proposed work attains an 

MAPE value of 0.71% 

 

 
 

Fig.7 Comparison with previous work 

 

Figure 7 depicts a comparative MAPE analysis with 

respect to previous work 

 

A summary of the obtained results in the proposed work 

has been tabulated in table 1. 

 

Table.1 Summary of Results 
S.No. Parameter Value 

1. Data Source  Kaggle 

2. Splitting Ratio 70:30 

3. ML Model LSTM 

4. Optimization  ADAM 

5. LSTM iterations 60 

6. Hidden Units 125 

7, Dropout 20% 

8. MAPE (proposed work) 0.71% 

9. MAPE (previous work) 1.30 

 

It can be observed from the previous discussions that the 

proposed system employing LSTM with ADAM 

optimization outperforms the previous work [1] in terms 

of the MAPE of the system thereby making the 

proposed system more accurate. 

CONCLUSION 

It can be concluded from previous discussions that 

there are two main obstacles to remanufacturing cost 

prediction of EOL products. One is that the 

uncertainty of the remanufacturing process leads to 

the cost instability, the traditional linear prediction 

is difficult. The other is that the scale of the 

remanufacturing industry is limited, and the amount 

of available data accumulated is less, which results in 

the low accuracy of the prediction. For this purpose, 

a data- driven  

accelerated learning based LSTM network has been 

proposed for the cost prediction model. It can be 

observed from the obtained results that the proposed 

system attains better performance compared to 

previously existing system, due to the ADAM 

optimized LSTM model. 
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