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A DWT-Regression Learning Based Model for Electrical 

Load Forecasting 
 
 

 

Abstract — Electrical Load Prediction is an important aspect in 

the power sector for proper planning and maintenance of power 

systems. Accurate load prediction is generally challenging due 

to the fact that the load used by the end user lies completely at 

the discretion of the user but still it is possible to get fair 

estimates of the average load conditions using surveys and 

prediction mechanisms. Any information related to pattern to 

be followed by connected Electrical Load will helps any electric 

utility organization to make important decisions regarding 

purchasing and generating electric power, unit commitment 

decisions, load switching, reduce spinning reserve capacity and 

infrastructure development. Hence load forecasting is viewed 

as field of research to develop a model so that efficient and 

reliable operation of power system could be carried out. The 

paper also presents a short summary of previous techniques 

pertaining to the adopted methodology. The proposed algorithm 

uses the discrete wavelet transform for data pre-processing i.e. 

removing sudden spikes or irregularities in the electrical load 

data. The regression  back propagation algorithm is used for the 

training purpose. It is found that the proposed system attains a 

Mean Absolute Percentage Error (MAPE) of around 2.5%. 

 

Keywords: Electrical load forecasting, Wavelet Transform 

artificial neural Regresion Learning Algorithm, Mean 

Absolute Percentage Error (MAPE). 

I. INTRODUCTION 

For every electric company its very challenging to 

supply electricity to consumer in the most economic and secure 

manner due several operational difficulties. Among all 

challenges scheduling electric supply with load flow analysis 

comes at top. As electric load is a continuously varying and 

there is no direct way to actually guess the most accurate value 

at any coming time. There are many different factors which 

contribute to the value of electric load some may be random and 

other geographical. But all of them at last leads to variation of 

connected consumer load. Hence a method has to be developed 

to solve this problem [1] [2]. Many statistical methods have 

been proposed with time which give average results. In those 

methods, human instincts also play a big part. Every electric 

utility analysis network behavior using load forecasting results 

to determine whether or not if the system might be in a 

vulnerable situation. If yes, then utility should prepare a plan to 

deal with such situation which may include use of load 

shedding or purchasing extra required from market etc. [3]. 

But estimation of future load with the help of past observation 

has remained to be difficult task for researchers.  Since the 

recent development in the field of artificial neural network and 

data mining there is a sharp improvement in load forecasting 

results. Since beginning of artificial intelligence tool it been 

possible to solve various time series problems with great 

accuracy [4]. 

II. METHODOLOGY: 

Following techniques are utilized in present work for 

thepurpose of load forecasting. Neural computing systems 

mimic the learning processes of the brain to discover the 

relations between the variables of a system. They process input 

data information to learn and obtain knowledge for 

forecasting or classifying patterns etc. type of work. ANN 

consists of number of simple processing elements called 

neurons. All information processing is done within this neuron 

only. A network of connected artificial neurons can be 

designed, and a learning algorithm can be applied to train it 

[8]. Signals (Input data) are passed between neurons over 

connection links and Each connection link has an associated 

weight, which in a neural network, multiplies the signal 

transmitted. The weights represent information being used by 

the network to solve a problem. Then the weighted sum is 

operated upon by an activation function (usually nonlinear), 

and output data are conveyed to other neurons. The weights 

are continuously altered while training to improve accuracy 

and generalize abilities [9] [10]. 

 

The Regression Learning Algorithm: 

 

Reducing error function is the main reason to use this 

algorithm. Levenberg-Marquardt algorithm [11] [12] is a very 

efficient technique for minimizing a nonlinear function. The 

algorithm includes many different variables like in present 

study we have output data, weight between neurons and error 

function, that determine efficiency and success rate of model. 

The ideal values of these variables are very dependent on the 

test function. 

Levenberg-Marquardt algorithm is fast [13] and has stable 

convergence. This algorithm was designed to approach second-

order training speed without computing the Hessian matrix. 

When the performance function has the form of a sum of 

squares, then the Hessian matrix can be approximated and the 

gradient can be computer as 
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  𝐻 = 𝐽𝑥
𝑇𝐽𝑥      (1) 

  𝑔 = 𝐽𝑥
𝑇𝑒      (2) 

 

Where 𝑱𝒌 is the Jacobian matrix for kth input, which contains 

first order derivatives of the network errors with respect to the 

weights and biases, 𝑒 is a vector of network errors. The Jacobian 

matrix can be computed through a standard backpropagation 

technique that is much less complex than computing the 

Hessian matrix. [14] 

 

The Levenberg –Marquardt algorithm is actually a blend of the 

steepest descent method and the Gauss–Newton algorithm. The 

following is the relation for LM algorithm computation,  

𝑾𝒌+𝟏 =  𝑾𝒌 − [𝑱𝑲
𝑻𝑱𝒌 + µ𝑰]−𝟏𝑱𝑲

𝑻𝒆𝒌      (3) 

where  I is the identity matrix, Wk is the current weight, Wk+1 is 

the next weight, ek+1 is the current total error, and ek is the last 

total error, μ is combination coefficient. [14] [15] 

The network tries to combine the advantages of both the 

methods hence it inherits the speed of the Gauss–Newton 

algorithm and the stability of the steepest descent method. 

The combination coefficient μ is multiplied by some factor (β) 

whenever a step would result in an increased ek+1 and when a 

step reduces ek+1, µ is divided by β. In this study, we used β=l0. 

When μ is large the algorithm becomes steepest descent while 

for small μ the algorithm becomes Gauss-Newton. [14] 

 

 

 

Fig. 1:  Block diagram for training using Levenberg–

Marquardt algorithm 

 

In present study, the Levenberg-Marquardt (LM) learning 

algorithm was applied with in the input Neurons have no 

transfer function. The logistic sigmoid transfer (logsig) and 

linear transfer (purelin) functions were used in the hidden and 

output layers of the network as an activation function, 

respectively. 

 

The Neural Network in present study consist of three layers. 

The first one is Input layer (consist of 11 Neutrons for 11 input 

element) from where inputs are feed to model for further 

computation. Then comes second layer called Hidden Layer 

(consist of 20 Neurons), this is where activation function is used 

to limit value of output Neuron. At last we have output layer (1 

Neuron) form which we take output result for comparison with 

actual result to calculate error and the feeding it back to model 

to vary weight accordingly for improving performance. 
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Fig. 2: Working model  

 

Wavelet Transform for Time series problem: 

            In the present proposed system, a wavelet transformed 

signal processing is utilized and applied on each signal in order 

to obtain its vector of features. In recent times WT has been in 

limelight in the field of signal processing because of its ability 

to acquire information from any large signal. [5] 

Similarly, as Fourier Transform WT divides a signal in to small 

pieces. But in Fourier this partition is done on the basis of 

standard sine wave which is assumed to be of infinite length of 

different frequencies whereas WT uses scaled & fixed duration, 

irregular and asymmetric signal pieces which are known as 

mother wavelets. Hence by using WT we can accomplish 

localization of both time and frequency framework as seen from 

the figure below: 

                         
 

 

 

 

 

 

Fig. 3: (a) db-10 Wavelet (b) Sinewave 

 

What mother wavelet do is that for high frequency components 

the time intervals would be short whereas for low frequency 

components time intervals would be longer. In present problem 

of load forecasting, Wavelet transform helps in sensing 

seasonality with time varying period and intensity which 

eventually improves the quality of forecasting. [6] 

 

The article aims to verify this by comparing the power of 

classical and wavelet based techniques on the basis of five-time 

series, each of them having individual characteristics. 

Depending on the data’s characteristics and on the forecasting 

horizon we either favor a denoising step plus an ANN forecast 

or a multiscale wavelet decomposition plus an ANN forecast 

for each of the frequency components. 

Just looking at pictures of wavelets and sine waves, we can see 

intuitively that signals with sharp changes might be better 

analyzed with an irregular wavelet than with a smooth sinusoid, 

just as some foods are better handled with a fork than a spoon. 

It also makes sense that local features can be described better 

with wavelets, which have local extent. 

Discrete Wavelet Transform (DWT) The disadvantage of the 

continuous wavelet transform lies in its computational 

complexity and redundancy. In order to solve these problems, 

the discrete wavelet transform is introduced. Unlike CWT, the 

DWT decomposes the signal into mutually orthogonal set of 

wavelets. The discrete wavelet is defined as: 

ψj,k(t) = 
1

√𝑆0
𝑗
ψ (

 t − k τ0 𝑆0
𝑗

𝑆0
𝑗 ) 

where j and k are integers, s0> 1 is a fixed dilation step and the 

translation factor τ0 depends on the dilation step. The scaling 

function and the wavelet function of DWT are defined as: 

ϕ(2j t) =∑ ℎ𝑗+1(k) ϕ(2j+1t −  k)𝑘
𝑖=1  

ψ(2j t) = ∑ 𝑔𝑗+1(k) ϕ(2j+1t −  k)𝑘
𝑖=1  

And then, a signal f(t) can be written as:  

f(t)= ∑ λ𝑗−1(k)  ϕ(2j−1t −  k)𝑘
𝑖=1  +  ∑ 𝑣𝑗−1(k) ϕ(2j−1t −𝑘

𝑖=1 

 k) 

The discrete wavelet transform can be done by using the filter 

bank scheme developed. Figure 4 shows a two-channel filter 

bank scheme for DWT.  

 
Fig. 4: Filter Bank Scheme for DWT 

In the figure, H, L, and H’, L’ are the high-pass and low-pass 

filters for wavelet decomposition and reconstruction 

respectively. In the decomposition phase, the low-pass filter 

removes the higher frequency components of the signal and 

high pass filter picks up the remaining parts. Then, the filtered 

signals are down sampled by two and the results are called 

approximation coefficients and detail coefficients. The 
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reconstruction is just a reversed process of the decomposition 

and for perfect reconstruction filter banks, we have x = x’. A 

signal can be further decomposed by cascade algorithm as 

shown in Equation 5): 

x(t)  = A1(t) + D1(t)  

= A2(t) + D2(t) + D1(t) 

 = A3(t) + D3(t) + D2(t) + D1(t)  

= An(t) + Dn(t) + Dn−1(t) + ...... + D1(t)          (4) 

where Dn(t) and An(t) are the detail and the approximation 

coefficients at level n respectively. Fig. 5 illustrates the 

corresponding wavelet decomposition tree. 

 

Fig. 5: Wavelet Decomposition Tree 

A significant potential problem with the DWT is that it is a shift 

variant transform. Shift-variance is a phenomenon of not 

necessarily matching the shift of the one-level DWT with the 

one-level DT of the same shift of a data sequence. Due to shift-

variance, small shifts in the input waveform. Wavelet 

Transform cause large changes in the wavelet coefficients and 

this makes the DWT suitable for this study because we relate 

the information at a given time point at the different scales. 

III. LOAD FORECASTING 

Load forecasting is the closeness between the actual 

and predicted future load values. The electrical short-term load 

forecasting has been emerged as one of the most essential field 

of research for efficient and reliable operation of power system 

in last few decades. Load forecasting helps in energy 

management, load flow analysis, planning and maintenance of 

power system and contingency analysis. 

A Precise forecasting is expected from proposed model since 

under-forecasted value will lead in negative consequences on 

demand response and finally on power installation. This under 

forecasted value will also result in difficulty to manage the 

overload situations. In case of over-forecasted value the 

negative effect can be seen in installation and hence the 

efficiency of the system. 

Broadly, the load forecasting techniques can be divided into 

two categories such as parametric or non-parametric 

techniques. The linear regression, auto regressive moving 

average (ARMA), general exponential technique and stochastic 

time series techniques are some examples of parametric 

(statistical) technique. The main drawback of this technique is 

its capability in abrupt change of any types of environment or 

social changes. However, this shortcoming is overcome by 

applying non- parametric (artificial intelligence) based 

technique because of its potentiality to global search. Among 

these artificial intelligences based methodology, artificial 

neural network has emerged as one of the most prominent 

technique that receive much more attention of researchers. The 

ability to solve the complex relationships, adaptive control, 

image denoising, decision making under uncertainty and 

prediction patterns make ANN a powerful performer than 

previously implemented techniques. 

This project proposes a study of short-term hourly load 

forecasting using Artificial Neural Networks (ANNs). Load 

forecasts can be divided into three categories: short-term 

forecasts which are usually from one hour to one week, medium 

forecasts which are usually from a week to a year, and long-

term forecasts which are longer than a year. The forecasts for 

different time horizons are important for different operations 

within a utility company. The natures of these forecasts are 

different as well. 

 

IV. STAGES FOLLOWE IN LOAD FORECASTING 

Following stages are followed in same order as 

mentioned for performing load forecasting. Stage 3 is skipped 

in case of performing load forecasting without wavelet 

transform. 

 

Stage 1: Data Extraction Stage 

 

To demonstrate the effectiveness of the proposed approach, 

publicly available data of load from “The Electric Reliability 

Council of Texas (ERCOT)” web site [7] has been taken to 

forecast the hourly load for the Texas state of united states. 

Also, other than load all weather data of Texas state is obtained 

from the “Midwestern Regional Climate Center” [8] website 

where data is openly available for all. 

The data used in this study is dated between 1st Jan 2015 to 28th 

Feb 2017. All input variables have per hour readings, so a total 

of 18960 samples of each variable are used in study. 

 

Stage 2: Data pre-processing stage 

In this stage, all the data extracted in previous stage are 

organized and pre-processed for further stages. In this stage first 

all the data is copied in single excel sheet, with each column 

representing value of each input parameter. Now after that 

insert two more column for weekday and working day values. 

This two parameters are introduced because load is dependent 

on the day of the week of observation and weather the day is 

working day or it’s a holiday. Hence, we have represented each 

day by a respected number like Sunday by 1 and Tuesday by 2. 

Similarly, we have marked working day by 0 and holiday by 1. 

 

Also, a search is to be performed to check for empty data cells 

in sheet for better performance. 
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Following inputs elements are taken for forecasting load 

 

• Date 

• Time (hour) 

• Weekday 

• Working Day 

• Temperature 

• Pressure 

• Humidity 

• Dew Point 

• Wind speed 

• load one hours ago 

• load two hours ago 

 

and 

 

• Load after 24 hours will be taken as the target. 

 

Stage 3: Feature extraction stage 

In this stage, a Wavelet Transform is performed on all 

parameters under consideration including load values. Wavelet 

transform is done up to 3rd level, so a total of 3 detail coefficient 

and 1 approximate coefficient are obtained for each signal.  

We have saved this values from workspace for further stages. 

Matlab have a toolbox totally dedicated for various wavelet 

transform operations. Now after this stage we have 4 

coefficients which will form the original signal on performing 

reverse function. We have total 4 set of data for training. Figure 

below shows a 3rd level wavelet decomposition of a signal 

(wind speed). 

 
 

Fig. 6: Wavelet decomposition up to level 3 of wind speed. 

 

Stage 4: Neural Network Training Stage 

Before further operation the data is divide in two parts, one for 

training and other for testing. So, in this stage we will use 

training data. Since we have 4 training datasets so we have to 

train 4 neural networks. We have used LM training algorithm 

for training.  
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Fig. 7: GUI of ANN during training. 

 

The above figure shows a training GUI of neural network, 

which will give all details of related to training. We have taken 

20 hidden layer neurons 11 input layer neurons and 1 output 

layer neuron. 

Stage 5: Neural Network Testing Stage 

 

At this stage, the second part of dataset is used. Although only 

inputs are provided to already trained neural network and output 

is calculated from all four neural networks. These four outputs 

will then be added to form output signal. This signal is then 

compared to original target load to observe the closeness 

between the two. 

V. RESULTS 

The results of the proposed system have been simulated in 

Matlab 2020 a.  

 

Fig. 8: Comparison between the predicted and actual load 

employing the proposed model using LM training with WT. 

 

 
Fig. 9: Regression plot during training, testing & validation 

for Proposed for Proposed Levenberg-Marquardt (LM) 

training algorithm with WT. 

 

 
Fig. 10: Neural network performance during training, testing 

& validation with WT. 
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Mean Absolute Percent Error (MAPE): ~1.7 %  

Mean Absolute Error (MAE): ~500 MW 

 

 

 

Without Wavelet transform  

 

Fig. 11: Comparison between the predicted and actual load 

employing the proposed model using LM training without WT. 

 

 
Fig. 12: Regression plot during training, testing & validation 

for Proposed for Proposed Levenberg-Marquardt (LM) 

training algorithm without WT. 

 

 

 

Fig. 13: Neural network performance during training, testing 

& validation without WT. 

 

Mean Absolute Percent Error (MAPE): ~2.5 %  

Mean Absolute Error (MAE): ~800 MW 

 

VI. CONCLUSION 

The present work can be considered to be an amalgamation of 

two standard processes i.e. the Discrete Wavelet Transform for 

data pre-processing and the LM algorithm for implementing 

Back Propagation. The results obtained are:  

The developed ANN model with the configuration of 11-20-1 

gives the result with MAPE ~ 2.5 % and corresponding MAE ~ 

800 MW. Thus it can be seen that the accuracy in load 

prediction is pretty high.  Out of the two techniques WT-ANN 

has least error hence it will give the most accurate forecasting.  
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