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Abstract - Text classification, the task of assigning 

predefined categories to textual data, has become increasingly 

vital in the digital age as organizations struggle to manage and 

extract value from vast amounts of unstructured information. 

This study explores a novel hybrid architecture for multi-

category text classification called BEGNN (BERT-Enhanced 

Graph Neural Network), which integrates the semantic 

richness of BERT embeddings with the structural capabilities 

of graph neural networks. The research applies this approach 

to a dataset containing 2,225 text samples across five distinct 

categories: politics, sport, technology, entertainment, and 

business. The proposed BEGNN architecture processes text 

through parallel pathways - extracting contextual semantic 

features via BERT while simultaneously modeling document 

structure through graph representations - before integrating 

these complementary features for classification. Experimental 

results demonstrate the superior performance of our approach, 

achieving 99% accuracy, precision, recall, and F1-scores 

across all categories, outperforming established models 

including traditional machine learning methods (SVM, 

Logistic Regression) and other deep learning approaches 

(BERT, BiLSTM). The confusion matrix analysis reveals 

exceptional classification capability with minimal 

misclassifications, particularly for Sport and Business 

categories. This research contributes to the advancement of 

text classification by effectively combining semantic and 

structural text representations, offering significant 

improvements for applications requiring high precision in 

document categorization. 
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1. Introduction 

Text classification, the task of assigning predefined categories 

to free text documents, remains a cornerstone challenge in 

natural language processing (NLP) with wide-ranging 

applications across information retrieval, content 

recommendation, spam filtering, sentiment analysis, and topic 

detection. As digital content continues to proliferate, 

automated methods for organizing and categorizing textual 

information have become increasingly vital. The classification 

of documents into topical categories (such as politics, sports, 

technology) represents a particularly important application 

domain that enables efficient content navigation, targeted 

information delivery, and improved search functionality. 

News aggregators, content management systems, and digital 

libraries all rely on accurate text classification to organize 

their collections and serve relevant content to users. 

Text classification is a critical component in the field of 

Natural Language Processing (NLP) due to its ability to 

efficiently organize and manage the vast amounts of textual 

data generated daily, particularly with the growth of the 

internet [1] [2]. It involves categorizing text into predefined 

classes based on content, which is essential for applications 

such as spam filtering, sentiment analysis, news classification, 

and more [3]. The importance of text classification is 

underscored by its application in diverse domains, including 

special education, where it aids in diagnosing and categorizing 

learning disabilities using NLP tools [4].  

Traditional methods in text classification primarily involve 

statistical and machine learning techniques that rely on 

manual feature extraction and simpler models compared to 

modern deep learning approaches. Common traditional 

methods include Naive Bayes, Logistic Regression, and 

Support Vector Machines (SVM), which are valued for their 

efficiency and simplicity in implementation [5]. These 

methods typically utilize feature extraction techniques such as 

Bag-of-Words (BoW) and Term Frequency-Inverse Document 

Frequency (TF-IDF) to convert text into numerical 

representations that can be processed by classifiers [5] [6]. 

Despite their effectiveness in thematic classification tasks, 

traditional methods often struggle with capturing complex 

semantic features due to their reliance on word frequency and 

statistical measures, which can overlook the deeper semantic 

relationships within text [7] [8]. For instance, the vector space 

model, a common approach in traditional text classification, 

tends to emphasize frequent words, potentially disregarding 

low frequency but contextually significant terms [8]. 

Additionally, traditional methods like the Associative Rule-

based Classifier by Category (ARC-BC) have been developed 

to improve classification by generating association rules 

between words and categories, demonstrating comparable 

performance to Naive Bayes [9]. However, these methods 

generally require manual feature engineering, which can 

introduce subjective biases and limit their adaptability to 

diverse datasets [10]. While traditional methods are less 

computationally demanding and easier to implement, they are 

often outperformed by deep learning models in terms of 

accuracy, particularly in tasks requiring nuanced 
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understanding of text semantics [5] [11]. Nonetheless, they 

remain a practical choice in scenarios where computational 

resources are limited or when simplicity and interpretability 

are prioritized over the highest possible accuracy [5]. The 

impact of text classification is further highlighted by its role in 

improving information retrieval systems, which are crucial for 

accessing and utilizing data efficiently [12].  

Various machine learning algorithms, such as Naive Bayes, 

Support Vector Machines (SVM), and Convolutional Neural 

Networks (CNN), have been employed to enhance 

classification accuracy, with SVM achieving up to 93.03% 

accuracy in certain applications [4]. The use of word 

embeddings and deep learning models like Recurrent Neural 

Networks (RNN), CNN, and Hierarchical Attention Networks 

(HAN) has further advanced the field by capturing semantic 

and contextual information, thereby improving classification 

performance [1] [13] [14]. However, challenges such as 

scalability and the need for effective feature selection remain, 

necessitating ongoing research to develop more reliable and 

efficient text classification systems [15] [3]. Additionally, 

techniques like text data augmentation have been shown to 

mitigate overfitting and enhance model accuracy, particularly 

in scenarios with limited data [16]. Overall, text classification 

is indispensable for managing the ever-increasing volume of 

textual data, with significant implications for both academic 

research and practical applications across various sectors [17]. 

This study makes several significant contributions to the field 

of text classification on multi-category data: 

1. Integration of semantic and structural features: The 

proposed BEGNN architecture uniquely combines the 

contextual semantic understanding of BERT with the 

structural relationship modeling of graph neural 

networks, capturing both the meaning of words and their 

relationships within documents. 

2. Co-attention mechanism: The study introduces a novel 

co-attention mechanism that enables bidirectional 

information flow between the semantic and structural 

branches, creating a more comprehensive document 

representation. 

3. Superior performance: The experimental results 

demonstrate exceptional classification accuracy (99%) 

across all five categories (politics, sport, technology, 

entertainment, and business), outperforming traditional 

machine learning methods and other deep learning 

approaches. 

4. Minimal misclassification: The confusion matrix analysis 

reveals the model's exceptional classification capability 

with very few errors, particularly for Sport and Business 

categories. 

Practical application framework: The architecture provides a 

flexible and robust solution for applications requiring high-

precision document categorization in domains such as news 

aggregation, content management systems, and digital 

libraries." 

2. Related Work 

Text classification is a fundamental task in natural language 

processing (NLP) that involves assigning predefined 

categories to text documents. The theoretical foundations of 

text classification are rooted in machine learning and 

statistical modeling. Early approaches relied heavily on rule-

based systems and manual feature engineering, while modern 

methods leverage deep learning and automated feature 

extraction [11] [18]. Text classification can be broadly defined 

as the process of mapping text documents to predefined 

categories based on their content. This task is essential for 

various applications, including sentiment analysis, spam 

detection, and topic modeling. The theoretical underpinnings 

of text classification involve understanding the relationship 

between text features and target labels, which can be 

approached using supervised learning techniques [19] [5]. 

Feature Extraction and Representation 

Feature extraction is a critical step in text classification, as it 

transforms raw text into a format that can be processed by 

machine learning algorithms. Traditional methods include 

Bag-of-Words (BoW) and Term Frequency-Inverse Document 

Frequency (TF-IDF), which represent text as sparse vectors 

based on word frequencies. These methods are simple and 

efficient but fail to capture semantic relationships between 

words [20] [21]. 

Modern approaches, on the other hand, utilize word 

embeddings such as Word2Vec and GloVe, which capture 

semantic similarities between words in a dense vector space. 

These embeddings have become a cornerstone of modern 

NLP, enabling models to better understand the context and 

meaning of text [22] [23]. 

Historical Overview of Text Classification 

The evolution of text classification can be divided into three 

main eras: traditional methods, shallow learning, and deep 

learning. Traditional Methods (1961-2000) The earliest text 

classification methods relied on rule-based systems and 

manual feature engineering. These methods were simple but 

limited in their ability to handle complex patterns in text. The 

introduction of Naive Bayes and SVM in the late 1990s 

marked the beginning of machine learning-based approaches 

[11] [18]. Shallow Learning (2000-2010) The shallow 

learning era saw the rise of machine learning algorithms such 

as logistic regression, decision trees, and random forests. 

These methods improved upon traditional approaches by 

automating feature selection and handling non-linear 

relationships. However, they still relied on manual feature 

engineering and struggled with high-dimensional data [19] 

[21]. Deep Learning (2010-Present) The advent of deep 

learning revolutionized text classification by enabling 

automatic feature extraction and handling of sequential data. 

Recurrent Neural Networks (RNN), Convolutional Neural 

Networks (CNN), and Transformer-based models such as 
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BERT have achieved state-of-the-art performance in various 

text classification tasks. These models can capture long-range 

dependencies and semantic nuances in text [22] [23]. 

Traditional Methods Traditional methods are well-suited for 

small to medium-sized datasets and provide interpretable 

results. However, they struggle with high-dimensional data 

and complex patterns [5] [24]. Deep Learning Models Deep 

learning models excel in handling large datasets and capturing 

complex patterns. However, their computational demands and 

need for large amounts of labeled data can be a limitation in 

resource-constrained environments [22] [21]. 

Applications of Text Classification 

Text classification has a wide range of applications across 

various domains, including sentiment analysis, which 

determines the sentiment of text as positive, negative, or 

neutral and is widely used in customer feedback analysis and 

social media monitoring [19][5]; spam detection, which 

classifies emails or messages as spam or non-spam, helping 

filter unwanted content and improve user experience [19][23]; 

topic modeling, which categorizes documents into topics such 

as sports, politics, or technology, making it useful for 

organizing large collections of text data [22][21]; and medical 

diagnosis, where text classification is applied for tasks such as 

disease diagnosis and medical document classification, 

helping improve healthcare outcomes and streamline clinical 

workflows [25][26]. 

Table 1 provides a summary of the key models discussed, 

their descriptions, and the range of accuracy reported in the 

literature. 

Table 1: Summary of key models. 

Model Type Description Performance Metrics 

Citation 

Naive Bayes Probabilistic classifier 

based on Bayes' theorem 

Accuracy: 74.49% - 

96.86% [5] [24] [26] 

Support Vector 

Machine (SVM) 

Linear classifier that 

maximizes the margin 

between classes 

Accuracy: 74.49% - 

96.86% [5] [24] [26] 

Logistic 

Regression 

Linear classifier that 

models’ probabilities using 

a logistic function 

Accuracy: 74.49% - 

96.86% [5] [24] [26] 

Random Forest Ensemble classifier that 

combines multiple 

decision trees 

Accuracy: 74.49% - 

96.86% [5] [24] [26] 

Convolutional 

Neural Networks 

(CNN) 

Deep learning model that 

uses convolutional layers 

Accuracy: 90% - 98% 

[22] [21] 

Recurrent Neural 

Networks (RNN) 

Deep learning model that 

processes sequential data 

Accuracy: 85% - 95% 

[22] [21] 

Transformer-

based Models 

(e.g., BERT) 

Deep learning model that 

uses self-attention 

mechanisms 

Accuracy: 90% - 98% 

[22] [21] 

The rest of the paper is organized as follows: Materials and 

Methods section details our dataset characteristics, 

preprocessing techniques, and the proposed BEGNN 

architecture that integrates BERT embeddings with graph 

neural networks for enhanced text classification. Results and 

Discussion section examines the model's performance across 

the five categories (Politics, Sport, Technology, 

Entertainment, and Business), comparing against baseline 

approaches, and analyzing classification patterns and error 

cases. Finally, References section documents the relevant 

literature supporting our research methodology 

3.  Material and Methods 

The dataset used in the current study is available at [25]. This 

dataset comprises 2,225 text documents labeled across five 

categories—politics (0), sport (1), technology (2), 

entertainment (3) and business (4). Each row has two fields: 

text (the document content) and label (the integer category). 

Figure 1 shows two data visualizations of text classification 

categories. On the left, a pie chart illustrates the percentage 

breakdown: Category 1 has the largest portion at 23.74%, 

closely followed by Category 4 at 23.65%, while Category 0 

(18.95%), Category 3 (17.35%), and Category 2 (16.31%) 

make up the remainder. The bar chart on the right displays the 

corresponding document counts per category, showing that 

Categories 1 and 4 contain the highest number of documents, 

while Category 2 has the fewest, highlighting a moderate class 

imbalance that should be considered during model training 

and evaluation. 

 

 

Figure 1: Distribution of Text Classification Dataset Categories 

3.1 Architecture Overview 

In this section, we present the BEGNN (BERT-Enhanced 

Graph Neural Network) architecture, a novel approach for text 

classification that integrates both semantic information and 

structural relationships within text documents. The 

architecture processes text through two parallel pathways that 

capture complementary aspects of textual data before 

integrating their features for classification 

The BEGNN architecture consists of four main components: 

(1) input processing, (2) semantic feature extraction through 

BERT, (3) structural feature extraction through graph neural 
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networks, and (4) feature integration and classification. Figure 

2 illustrates the complete architecture. 

 

 Figure 2: Proposed architecture of the BEGNN Model 

Input Processing 

The input to our model is a text document represented as a 

sequence of words. This input undergoes initial preprocessing, 

including tokenization, lowercasing, and removal of special 

characters. The preprocessed text is then sent to both the 

BERT branch and the graph construction branch for parallel 

processing. 

Semantic Feature Extraction via BERT 

The BERT branch focuses on extracting rich semantic 

features from the text through contextual word embeddings: 

BERT Tokenization: The pre-processed text is tokenized 

using BERT's WordPiece tokenizer, which breaks words into 

subword units. Special tokens [CLS] and [SEP] are added at 

the beginning and end of the sequence, respectively. The 

[CLS] token accumulates sentence-level information through 

the self-attention mechanism. 

BERT Embedding Layer: Each token is mapped to a 768-

dimensional embedding vector that combines three types of 

information: token embeddings (representing the token's 

identity), position embeddings (capturing the token's position 

in the sequence), and segment embeddings (differentiating 

between sentence pairs, although not relevant for single-text 

classification). 

BERT Transformer Layers: The embeddings pass through 

12 transformer layers, each containing multi-head self-

attention mechanisms and feed-forward neural networks. The 

self-attention mechanism allows each token to attend to all 

other tokens in the sequence, capturing contextual 

relationships regardless of distance. 

Contextual Representations: The output from the BERT 

branch is a sequence of contextualized word representations. 

Each word's representation now contains information about its 

meaning in the specific context of the document. For text 

classification purposes, we can either use the [CLS] token 

representation as a document-level embedding or aggregate all 

token representations. Structural Feature Extraction via Graph 

Neural Networks .The graph branch focuses on capturing the 

structural relationships between words in the document: 

Word Co-occurrence Graph Construction: For each 

document, we construct a graph representation where nodes 

represent words and edges represent relationships between 

words. Specifically, we create an undirected graph by 

connecting words that appear within a fixed-size sliding 

window in the text. This approach captures word co-

occurrence patterns and local word relationships. 

Node Feature Initialization: The nodes in the graph 

(representing words) are initialized with pre-trained word 

embeddings. In our implementation, we use 300-dimensional 

GloVe word vectors, which provide distributional semantic 

information based on global word co-occurrence statistics. 

Graph Convolutional Network (GCN): The initialized 

graph is processed through multiple GCN layers. Each GCN 

layer updates a node's representation by aggregating 

information from its neighbors. This message-passing 

mechanism enables the model to capture complex structural 

patterns and relationships in the text graph. We employ three 

GCN layers in our implementation, with each layer using a 

different neighborhood radius, allowing the model to capture 

increasingly broader contextual information. 

Graph-based Document Representation: After processing 

through the GCN layers, the node features are aggregated to 

create a document-level representation. This aggregation can 

be performed through various pooling strategies, such as mean 

pooling, max pooling, or attention-based pooling. The 

resulting representation captures the document's structural 

patterns based on word relationships. 

 Feature Integration and Classification 
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The final stage of the architecture integrates the semantic 

features from the BERT branch and the structural features 

from the graph branch: 

Co-Attention Mechanism: To effectively combine 

information from both branches, we employ a co-attention 

mechanism that allows each representation to attend to 

relevant parts of the other. This bidirectional attention flow 

creates a more comprehensive representation that leverages 

both semantic and structural information. The co-attention 

works by computing attention weights between BERT 

features and graph features, allowing each branch to focus on 

the most relevant aspects of the other. This creates a unified 

representation that preserves important information from both 

branches while filtering out noise. 

Classification Layer: The integrated features are passed 

through a fully connected layer followed by a softmax 

activation function to produce class probabilities. The output 

dimension of this layer corresponds to the number of target 

classes in the classification task. 

3.2 Model Training 

The entire architecture is trained end-to-end using cross-

entropy loss. We employ the Adam optimizer with a learning 

rate of 2e-5 and implement early stopping based on validation 

performance to prevent overfitting. During training, we freeze 

the pre-trained BERT parameters for the first epoch to allow 

the graph branch to adapt, then fine-tune all parameters 

jointly. To address potential class imbalance issues, we 

implement class weighting in the loss function, assigning 

higher weights to underrepresented classes. Additionally, we 

apply dropout (rate = 0.1) after the feature integration layer to 

improve generalization. 

Implementation Details: The BEGNN architecture is 

implemented using PyTorch for the neural network 

components and the Deep Graph Library (DGL) for graph-

related operations. For the BERT component, we utilize the 

pre-trained BERT-base-uncased model from Hugging Face's 

Transformers library. The sliding window size for graph 

construction is set to 3, and we use batch processing with a 

batch size of 16 to improve training efficiency. The 

architecture is designed to be flexible, allowing for easy 

adaptation to different text classification tasks by adjusting the 

output layer dimension according to the number of target 

classes. The integration of semantic and structural information 

makes BEGNN particularly effective for tasks where both the 

meaning of words and their relationships within the document 

are important for classification. 

3.3 Performance Metrics 

The performance of the proposed technique is evaluated using 

standard classification metrics, Precision, Recall, Accuracy 

and F1-Score, Confusion matrix. In classification tasks 

involving images, the terms TP (True Positive), TN (True 

Negative), FP (False Positive), and FN (False Negative) are 

used to evaluate the classifier's performance. The terms 

"True" and "False" indicate whether the classifier's prediction 

aligns with the actual classification, while "Positive" and 

"Negative" refer to the classifier's prediction. The calculation 

methods for these metrics are detailed in formulas (1) through 

(4).  

Precision is the ratio of the correctly classified actual positives 

to the everything classified as positive.  

 

Recall is the proportion of all actual positives that were 

classified correctly as positives.  

 

Accuracy is the proportion of all classifications that were 

correct, whether positive or negative.  

 

‘F1 Score’ or ‘F-measure’ is a measure that combines 

precision, and recall is the harmonic mean of precision and 

recall.  

 

4 Results and Discussion 

The BEGNN architecture demonstrates superior performance 

when compared with established text classification models. 

With an accuracy of 0.99 and consistent F1-score, precision, 

and recall of 0.99 across all categories, our approach 

outperforms transformer-based models like BERT (0.98 

across metrics) and recurrent approaches like BiLSTM (0.97). 

Traditional machine learning methods including SVM, 

Logistic Regression (0.97, 0.96), and ensemble approaches 

such as XGBoost and Gradient Boosting (0.98, 0.97) all 

perform competitively but fail to match our model's 

classification capability. We conducted this comprehensive 

comparison to establish a performance baseline against 

diverse methodological approaches, from simple statistical 

models to complex neural architectures. The enhanced 

performance of our BEGNN model can be attributed to its 

ability to simultaneously leverage contextual word 

embeddings through BERT and capture document-level 

structural information via graph neural networks, addressing 

limitations of both sequential models (BiLSTM) and pure 

attention-based approaches (BERT). This performance 

advantage, while numerically small, represents a significant 

reduction in misclassification rate, particularly valuable for 
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applications requiring high precision in multi-class news 

categorization tasks. 

 Table 2: Performance Comparison of Text Classification 

Models 

 

Figure 3 presents the training dynamics of our BEGNN model 

over 25 epochs. Panel (a) illustrates the accuracy metrics, with 

both training and validation accuracy rapidly increasing 

during the initial 5 epochs and reaching approximately 0.99. 

Notably, while the validation accuracy (orange line) 

experiences a brief but significant dip around epoch 6-7, it 

quickly recovers and stabilizes around 0.98-0.99 for the 

remainder of the training process, closely tracking the training 

accuracy (blue line). Panel (b) displays the corresponding loss 

curves, showing both training and validation loss dramatically 

decreasing from initial values around 0.4 to below 0.05 within 

the first 5 epochs. The validation loss (orange line) exhibits 

some fluctuations between epochs 5-10, but subsequently 

stabilizes between 0.03-0.05, indicating excellent 

generalization capabilities. These results demonstrate that our 

model achieves optimal performance relatively early in the 

training process with minimal overfitting, confirming the 

effectiveness of the proposed architecture for text 

classification tasks. 

 

 

Figure 3: Training and Validation graphs for the BEGNN model 

The classification performance metrics presented in Figure 4 

demonstrate the model's exceptional effectiveness across all 

five categories. All classes achieved remarkably consistent 

precision and recall scores of 0.99, resulting in equally high 

F1-scores of 0.99 across the board. The model performed 

uniformly well across all categories, with Politics (121 

samples), Sport (152 samples), Technology (104 samples), 

Entertainment (111 samples), and Business (151 samples) all 

classified with near-perfect accuracy. This consistency is 

further evidenced by the overall accuracy of 0.99, with both 

macro and weighted averages for precision, recall, and F1-

score reaching 0.99 across the total 639 samples. These 

metrics, combined with the previously examined confusion 

matrix, confirm the robust performance of our proposed 

BEGNN architecture for news text classification. 

 

Figure 4: Classification matrix on the test dataset using proposed 

BEGNN proposed model 

The confusion matrix in Figure 5 illustrates the classification 

performance across the five categories. The model 

demonstrated strong predictive accuracy with Politics 

achieving 120 correct classifications with only 2 

misclassifications, while Sport showed the highest accuracy 

with 151 correct predictions and minimal confusion with other 

categories. Technology exhibited slightly lower performance 

with 101 correct classifications and 4 misclassifications, 

primarily confused with Business (2 instances). Entertainment 

achieved 109 correct predictions with only 2 instances of 
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category confusion. Business showed excellent performance 

with 149 correct classifications and only 2 misclassifications. 

Overall, the diagonal dominance in the confusion matrix 

indicates the model's robust ability to distinguish between the 

five text categories, with Sport and Business categories 

demonstrating the highest classification accuracy. 

 

Figure 5: Confusion matrix on the test dataset using proposed 

BEGNN proposed model 
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