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Abstract - The growth of online lending has made
efficient credit risk management more important than ever.
Old-fashioned, manual review processes are often slow
and inconsistent, especially when dealing with thousands
of loan applications. To solve this, we built an end-to-end
machine learning system that predicts the likelihood of a
borrower defaulting. Our approach covers every step—
from cleaning the data and creating insightful features to
testing different models and deploying the best one. We
compared four common algorithms (Logistic Regression,
Decision Tree, Random Forest, and XGBoost) on a public
loan dataset. The results clearly showed that advanced
"ensemble" models perform best. Specifically, XGBoost
achieved 87% accuracy and an excellent ROC-AUC score
of 0.91, while also making fewer costly mistakes (like
incorrectly labeling a risky borrower as safe). To make this
research useful in the real world, we packaged the winning
model into an interactive web application using Streamlit,
This work provides a clear, complete blueprint that banks
and lenders can adapt to make faster, smarter, and more
reliable lending decisions.

Key Words: Loan Default Prediction, Machine Learning,
Explainable  Artificial — Intelligence,  Credit  Risk
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1. INTRODUCTION

Lending is vital for economic growth, helping people and
companies fund their goals. But it always comes with
risk—the risk that a borrower won’t repay the loan. These
defaults hurt financial institutions and attract unwanted
with digital
generating huge volumes of applications, relying on
manual checks of credit reports and pay stubs is no longer

regulatory attention. Today, lending

practical.

Machine learning provides a powerful alternative. It can
automate risk assessment and uncover complex patterns in
borrower data that traditional methods might miss.
However, much of the existing research focuses only on
without

achieving high accuracy in experiments,

explaining how to actually build and integrate such a
system into a real banking workflow.

Our project bridges this gap. We present a ready-to-deploy
machine learning framework designed specifically for
predicting loan defaults. We focus not just on model
performance, but on the entire process—how to prepare
the data, which features matter, how to compare models
fairly, and how to turn the best model into a usable tool.
We also use UML diagrams to map out the system’s
architecture, offering a clear plan for integration into
existing platforms.

2. LITERATURE REVIEW
Early efforts to predict defaults relied heavily on
straightforward  statistical models like Logistic
Regression, valued for their simplicity. While useful for
basic cases, these models often fail to capture the complex,
non-linear relationships present in real financial behavior.

Researchers then turned to methods like Decision Trees
and K-Nearest Neighbors (KNN). Decision Trees are easy
to understand but can become too tailored to the specific
data they're trained on (overfitting), while KNN becomes
slow and inefficient with large datasets.

Recently, ensemble learning techniques have taken the
lead. Models like Random Forest and XGBoost combine
many simpler models to create a more accurate and robust
predictor. Studies consistently show that these, especially
boosting algorithms like XGBoost, deliver top
performance for credit risk. A common trade-off,
however, is that these powerful models can act like "black
boxes," making it hard to explain their decisions. New
techniques like SHAP and LIME are now being used to
address this interpretability problem.

Despite these advances, there is a shortage of frameworks
that successfully tie together strong model performance,
explainability, and a practical system design. Our study
aims to fill this void by evaluating both classic and modern
machine learning models within a unified, deployment-
focused pipeline.
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3. DATA PRE-PROCESSING

Data preprocessing is a critical stage in building an
accurate loan prediction model. The raw dataset often
contains inconsistencies such as missing values, mixed
data types, class imbalance, and noisy financial attributes.
This study follows an extensive data cleaning pipeline to
ensure high-quality input for the ML models.

3.1 Handling Missing Values

Missing values in numerical features (e.g., income, loan
amount) were imputed using the median, as financial
attributes tend to be skewed. Missing categorical attributes
were replaced using the mode to maintain consistency.
Imputation ensures continuity without reducing dataset
size.

3.2 Encoding Categorical Variables

Categorical variables such as Gender, Married status,
Education, and Property Area were encoded using
OneHotEncoding to convert them into machine-readable
numerical format. This step avoids ordinal assumptions
and preserves category independence.

3.3 Feature Scaling

Continuous variables such as Applicantlncome,
Coapplicantlncome, and LoanAmount were standardized
using StandardScaler. Scaling assists algorithms like
Logistic Regression and XGBoost by ensuring uniform

feature distribution.
3.4 Splitting the Dataset

The dataset was split into training (75%) and testing
(25%). This ensures that the model generalizes well and
prevents overfitting, following best practices in ML
experimentation.

3.5 Class Distribution Analysis

Loan default datasets are often imbalanced, with fewer
default instances than non-default. The distribution was
studied carefully, and class weighting was applied where
necessary for fair model training.

4. METHODOLOGY

This research follows a structured machine learning
pipeline:

Figure 1. Overview of the proposed machine learning
pipeline for loan default prediction, illustrating data
preprocessing, feature engineering,
evaluation, and deployment stages

model training,

4.1 Dataset Collection

Loan application records were gathered from a publicly
available dataset containing financial, demographic, and
credit behavioral attributes.

4.2 Feature Engineering

Derived features such as Debt-to-Income Ratio, EMI
value, and combined income were computed to enrich
learning signals.

4.3 Model Training

Multiple ML models—Logistic Regression, Decision
Tree, Random Forest, XGBoost—were trained using the
preprocessed  dataset to
benchmarking.

same ensure consistent

4.4 Evaluation Framework

Models were evaluated using:

o Accuracy

. Precision

. Recall

o F1 Score

o ROC-AUC

o Confusion Matrix
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4.5 Deployment

The best-performing model (XGBoost or Random Forest)
was serialized using Joblib and deployed through a
Streamlit web interface. The interface allows real-time
input and inference for practical use.

5.ALGORITHMS USED
Logistic Regression

Logistic Regression estimates the probability of default
using the sigmoid function:

Py=1lx)=—
&= = G

where xrepresents the feature vector and fdenotes model
parameters.

Decision Tree

Decision Trees split data recursively based on impurity
reduction, typically measured using the Gini Index:

Cc
Gini=1-— Z p?
i=1

where p;is the probability of class i.
Random Forest

Random Forest produces its final prediction by

aggregating the results of decision trees trained on
bootstrapped data

samples:
N
1
== T
i=1

where T;denotes individual trees.
XGBoost

XGBoost minimizes a regularized objective function:

L= U0+ ) 0f)
i k

where [(+)is the loss function and ((-)controls model
complexity.

6. EXPERIMENTAL RESULTS

Each model was tested rigorously. Ensemble methods
significantly outperformed classical classifiers due to their
robustness against outliers and ability to capture non-
linear relationships.

6.1 Accuracy Comparison

XGBoost achieved the highest accuracy (= 87%), followed
by Random Forest (= 84%). Logistic Regression and
Decision Tree demonstrated moderate accuracy due to
model simplicity.

6.2 Confusion Matrix Analysis

Confusion matrices revealed that ensemble models
produced fewer false negatives—a crucial requirement in
credit risk prediction, as misclassifying a defaulter can
cause significant financial loss.

6.3 ROC-AUC Curve

XGBoost achieved the highest AUC score, indicating
superior discriminative ability between default and non-
default classes.

6.4 Feature Importance

Random Forest and XGBoost provided interpretability

through feature importance scores. Top predictors

included:
. Credit History
. Loan Amount
. Applicant Income
. Debt-to-Income Ratio
. Property Area

7 UML &

. SYSTEM
DISCUSSION

ARCHITECTURE

To provide system-level clarity, UML diagrams were
designed:

7.1 Use Case Diagram

Identifies key interactions between loan officers and the
ML prediction system.

7.2 Activity Diagram Describes workflow from data
input to risk prediction output.
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7.3 Class Diagram

Models the structure of system components including
Applicant,  LoanApplication, = ModelService, and
PredictionResult.

7.4 System Architecture Diagram

Shows layered design: Ul — API — Model Service —
Data Storage.

These visual models help developers and stakeholders
understand the system flow, responsibilities, and
integration points.

8. CONCLUSION

We have developed a comprehensive, machine learning-
based framework for predicting loan default risk. It moves
from rigorous data preparation and feature engineering
through to model comparison and real-time deployment.
Our tests prove that ensemble models, particularly
XGBoost, offer a substantial improvement in accuracy and
reliability over traditional classifiers. This system provides
a practical tool for lenders to make faster, data-informed
decisions.

We acknowledge some limitations. Our analysis used a
single static dataset and did not incorporate live data feeds
from credit bureaus. Additionally, while we discussed
explainability, it was not built into the final application.
Future work should address these points.

9. FUTURE SCOPE

1. Explore Advanced Models: Test deep
learning  architectures  (like LSTMs or
could model

Transformers) that borrower

behavior over time.

2. Add Explainability: Integrate tools like
SHAP or LIME directly into the application to
explain why a loan was flagged as high-risk.

3. Connect to Live Data: Develop API
connections to pull real-time credit bureau data for
more dynamic assessments.

4. Automate Model
Management: Implement AutoML pipelines to
automate model retraining and hyperparameter
tuning.

5. Scale in the Cloud: Deploy the entire
system on cloud platforms (AWS, Azure,

Streamlit Cloud) for greater scalability, reliability,
and access.

REFERENCES

1. Emekter, R., Tu, Y., Jirasakuldech, B., &
Lu, M. (2015). Evaluating credit risk and loan
performance in online peer-to-peer (P2P) lending.
Applied Economics, 47(1), 54-70.

2. Butaru, F., Chen, Q., Clark, B., Das, S. R,
Lo, A. W., & Siddique, A. (2016). Risk and risk
management in the credit card industry. Journal of
Banking & Finance, 72, 218-239.

3. Fitzpatrick, T., & Mues, C. (2016). An
empirical comparison of classification algorithms
for mortgage default prediction. FEuropean
Journal of Operational Research, 249(2), 427—
439.

4. Xia, Y., Liu, C., Li, Y., & Liu, N. (2017).
A boosted decision tree approach using Bayesian
hyper-parameter optimization for credit scoring.
Expert Systems with Applications, 78, 225-241.

5. Malekipirbazari, M., & Aksakalli, V.
(2016). Risk assessment in social lending via

random forests. Expert Systems with Applications,
42(10), 4621-4631.

6. Lessmann, S., Baesens, B., Seow, H. V.,
& Thomas, L. C. (2015). Benchmarking state-of-
the-art classification algorithms for credit scoring.
European Journal of Operational Research,
247(1), 124-136.

7. Zhou, J., Li, W., Wang, J., & Li, Y.
(2019). Default prediction in P2P lending from
high-dimensional data based on machine learning.
Physica A: Statistical Mechanics, 534, 122370.

8. Loutfi, A., Berrado, A., & Tikito, K.
(2022). Predicting loan default using machine
learning algorithms: A case study. Procedia
Computer Science, 207, 3005-3014.

9. Chen, T., & Guestrin, C. (2016).
XGBoost: A scalable tree boosting system.
Proceedings of the 22nd ACM SIGKDD
Conference, 785—794.

© 2026, IJSREM | https://ijsrem.com

DOI: 10.55041/IJSREM55864 |

Page 4


https://ijsrem.com/

International Journal of Scientific Research in Engineering and Management (IJSREM)
ISSN: 2582-3930

gg’ ARy

"IJSREME%

o Journal

W Volume: 10 Issue: 01 | Jan - 2026

SJIF Rating: 8.586

© 2026, IJSREM | https://ijsrem.com

10. Ke, G.,Meng, Q., Finley, T., et al. (2017).
LightGBM: A highly efficient gradient boosting
decision tree. Advances in Neural Information
Processing Systems (NeurIPS), 3146-3154.

11. Breiman, L. (2001). Random forests.
Machine Learning, 45(1), 5-32.

12. Ribeiro, M. T., Singh, S., & Guestrin, C.
(2016). Why Should I Trust You? Explaining the
predictions of any classifier. Proceedings of the
22nd ACM SIGKDD Conference, 1135-1144.

13. Lundberg, S., & Lee, S. (2017). A unified
approach to interpreting model predictions.
NeurlIPS, 4768-4777.

14. Moitra, S., & Chattopadhyay, M. (2020).
Explainable Al in credit risk modeling. Journal of
Financial Technology, 4(2), 99-112.

DOI: 10.55041/IJSREM55864

Page 5


https://ijsrem.com/

