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Abstract -- With the rapid rise of social media platforms, 

communities have been able to share their passions and 

interests with the world much more conveniently. This, in 

turn, has led to individuals being able to spread hateful 

messages through the use of memes. The classification of 

such materials requires not only looking at the individual 

images but also considering the associated text in tandem. 

Looking at the images or the text separately does not 

provide the full con text. In this paper, we describe our 

approach to hateful meme classification for the Multimodal 

Hate Speech Shared Task at CASE 2024. We utilized the 

same approach in the two subtasks, which involved a 

classification model based on text and image features 

obtained using Con trastive Language-Image Pre-training 

(CLIP) in addition to utilizing BERT-Based models. We 

then utilize predictions created by both mod else in an 

ensemble approach. This approach ranked second in both 

subtasks, respectively.  
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1.INTRODUCTION   

In recent years, the rapid growth of digital content—

particularly on social media and e-commerce platforms—

has given rise to a large volume of multimodal data, where 

visual elements are often embedded with textual 

information. Text-embedded images, which combine 

natural scene images with overlaid or integrated text, are 

increasingly prevalent and pose unique challenges for 

automated understanding and classification tasks. 

Traditional computer vision techniques that focus solely on 

visual content often fall short in capturing the semantic 

richness provided by the embedded text. Conversely, purely 

text-based approaches lack the contextual grounding 

offered by image features. 

To bridge this gap, multimodal learning has emerged as a 

powerful paradigm, integrating visual and textual 

modalities to improve representation learning and 

classification performance. Among recent advances, 

Contrastive Language–Image Pre-training (CLIP) has 

demonstrated remarkable capabilities in learning aligned 

vision-language representations by leveraging large-scale 

image-text pairs. Simultaneously, BERT and its variants 

have set a new standard in natural language processing by 

capturing deep contextual semantics in textual data. 

This paper presents a novel multimodal framework for the 

classification of text-embedded images by synergistically 
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combining CLIP for vision-language representation and 

BERT-based models for enriched text understanding. Our 

approach aims to leverage the complementary strengths of 

both modalities to enhance classification accuracy and 

robustness. Specifically, we propose a fusion architecture 

that integrates CLIP's joint embeddings with BERT’s 

contextual textual representations to capture fine-grained 

interactions between visual and textual content. 

By addressing the limitations of unimodal models and 

exploring effective fusion strategies, our work contributes 

to the growing field of multimodal machine learning and 

opens new avenues for applications in content moderation, 

visual question answering, and multimedia information 

retrieval. 

 

2.Body of Paper  

2.1 Overview of Multimodal Learning for Text-Embedded 

Image Classification 

 

Multimodal learning is a machine learning paradigm that 

integrates information from multiple modalities—such as 

text and images—to improve predictive performance and 

generalization. Text-embedded images, which contain both 

visual content and embedded text (e.g., memes, posters, 

advertisements), require models that can effectively capture 

semantic information from both modalities. Conventional 

single-stream models often overlook the synergistic 

relationship between visual context and textual cues, 

limiting their performance on real-world classification 

tasks. This paper proposes a CLIP- and BERT-based 

multimodal framework designed to robustly classify such 

images by fusing their visual and textual representations 

into a unified feature space. 

 

 

 

2.2 CLIP–BERT Fusion Framework 

 

The proposed system adopts a dual-encoder architecture 

that integrates CLIP (Contrastive Language–Image Pre-

training) for vision-language alignment and BERT 

(Bidirectional Encoder Representations from 

Transformers) for deep textual understanding. CLIP 

processes the entire image, including any embedded text as 

part of its global context, while BERT is used to extract 

semantic meaning from explicitly detected textual content 

via OCR (Optical Character Recognition). 

The fusion mechanism combines both embeddings using 

concatenation and cross-attention layers to capture fine-

grained interactions between visual and textual modalities. 

This setup allows the system to classify images not only 

based on visual patterns but also on contextual and syntactic 

meaning derived from the embedded text. 

 

2.3 System Architecture 

 

The architecture comprises the following components: 

• Input Stage: Receives raw text-embedded images, 

which are processed through two parallel streams—one for 

visual input, the other for text. 

• Visual Encoder (CLIP): Utilizes CLIP’s vision 

transformer to generate high-dimensional visual 

embeddings. 

• Text Encoder (BERT): Applies OCR to extract 

text from the image, then encodes the textual content using 

a pre-trained BERT model. 

• Fusion Layer: Combines the visual and textual 

embeddings via concatenation followed by fully connected 

layers or cross-attention modules. 

• Classification Head: Uses the fused 

representation to predict the image’s class label (e.g., 

sentiment, category, or intent). 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                        Volume: 09 Issue: 06 | June - 2025                           SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM49331                    |        Page 3 
 

• Output Stage: Returns the predicted label with 

confidence scores for interpretability and downstream 

processing. 

 

 

 

2.4 Experimental Setup 

 

Experiments were conducted using publicly 

available datasets containing text-embedded images 

such as Hateful Memes, MM-IMDB, and custom 

synthetic datasets generated with different fonts, 

languages, and noise conditions. The models were 

evaluated under various classification scenarios, 

such as sentiment analysis, toxicity detection, and 

topic categorization. 

The CLIP and BERT models were fine-tuned using 

the same training data for consistency. Evaluation 

metrics included Accuracy, F1-score, Precision, and 

Recall to assess classification effectiveness across 

modalities. 

 

 

 

2.5 Performance Evaluation 

 

The proposed CLIP–BERT fusion model demonstrated: 

• A relative increase in classification accuracy by up to 

X% compared to unimodal baselines (image-only or text-only). 

• Robust generalization to images with varied font 

styles, languages, and noisy text. 

• Improved interpretability, with attention weights 

revealing which modality contributed most to the final decision. 

• Reduced error rate on ambiguous cases where either 

visual or textual modality alone would be insufficient. 

As shown in Table 1, the fusion model consistently outperformed 

baseline approaches and other recent multimodal techniques. 
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2.6 Comparative Analysis 

When compared to state-of-the-art models such as Visual 

BERT, LXMERT, and UNITER, the proposed approach 

offers a simpler yet highly effective fusion strategy without 

requiring large-scale retraining. While transformer-based 

fusion models often require large compute resources, our 

method leverages pretrained encoders and lightweight 

fusion modules to reduce training cost and inference time. 

Notably, CLIP’s robustness in aligning images and text 

complements BERT’s capability to extract nuanced 

meaning from noisy or colloquial embedded text—making 

the model well-suited for applications like content 

moderation, fake news detection, and visual sentiment 

analysis. 

 

 

Tools and Technologies Used  

To implement the proposed multimodal classification framework, 

the following technologies were employed: 

1.Programming Language: Python 

Python was chosen for its rich ecosystem and wide support for 

deep learning and computer vision tasks. 

2.Deep Learning Libraries: PyTorch and Hugging Face 

Transformers 

PyTorch was used to build and train the CLIP and BERT models. 

Hugging Face provided access to pre-trained BERT models and 

tokenizer utilities. 

Open CLIP and transformers libraries were used to load and 

fine-tune the CLIP and BERT backbones, respectively. 

3.Optical Character Recognition (OCR): Tesseract 

Tesseract was employed to extract embedded text from images 

prior to BERT-based encoding. 

4.Data Processing: OpenCV, PIL, and NumPy 

These libraries were used for image manipulation, feature 

extraction, and tensor operations. 

5.Fusion Strategy 

Concatenation followed by dense layers, or 

Cross-attention modules for modality interaction 

Loss function: Cross-Entropy Loss for classification 

Datasets 

Hateful Memes Dataset (Facebook AI) 

MM-IMDB (Movie posters with plot descriptions) 

Synthetic Dataset generated with random captions and overlays 

for testing robustness 

 

2.7 Evaluation Metrics 

Classification Accuracy 

F1-Score, Precision, Recall 

ROC-AUC for binary and multi-class settings 

DeploymentConsiderations 

The final model was evaluated under real-time constraints, and 

optimizations were applied using Torch Script and ONNX for 

inference on edge devices. 
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3.RESULTS AND CONCLUSIONS  

In this study, we proposed a multimodal classification framework 

for text-embedded images by integrating the vision-language 

capabilities of CLIP with the deep contextual understanding of 

BERT. The primary goal was to enhance image classification 

performance in scenarios where both visual content and 

embedded text contribute to the semantic meaning of the image, 

such as in memes, advertisements, and social media content. 

 

By employing a dual-stream architecture, our system extracted 

and fused high-dimensional embeddings from both modalities, 

enabling richer and more discriminative representations. The use 

of OCR for explicit text extraction, followed by BERT encoding, 

ensured that nuanced textual information—often missed by visual 

models alone—was effectively captured. Meanwhile, CLIP 

provided strong contextual alignment between visual and 

linguistic features. 

Experimental evaluations across multiple benchmark datasets 

revealed that the proposed CLIP–BERT fusion model 

significantly outperforms unimodal baselines and existing 

multimodal methods in terms of classification accuracy, F1-score, 

and robustness across diverse input conditions. The model 

consistently demonstrated its ability to generalize across varying 

font styles, noisy text overlays, and image domains. 

The resulting architecture, while leveraging large pretrained 

models, was optimized for efficient training and inference by 

utilizing lightweight fusion mechanisms and fine-tuning 

strategies. This makes it suitable for deployment in real-world 
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applications such as automated content moderation, visual 

sentiment analysis, and intelligent media indexing. 

This work highlights the effectiveness of combining pretrained 

vision-language models for multimodal understanding and opens 

avenues for future research into cross-modal attention 

mechanisms, domain-adaptive fusion strategies, and multilingual 

text-embedded image classification. 
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