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A Neuro-Fuzzy Logic Based Machine Learning Model for 

Electrical Load Forecasting  

 

 
 

Abstract: One of the critical aspects of meeting 

the demands of the energy worldwide is the 

accurate estimate of electrical loads typically 

connected to inter connected power systems. 

However, it is a completely non-trivial challenge 

as the variables which govern the electrical load 

are extremely fluctuating in nature with high 

amount of randomness and non-correlation 

thereby making the forecasting problem difficult 

in terms of the accuracy. The work presented in 

this paper is based on the ANFIS regression 

process. The essence of the algorithm lies in the 

fact that the proposed approach uses the errors in 

each iteration as an exogenous input to the system 

and hence is used to attains faster convergence 

with lesser error margin for the system. 

Moreover, the discrete wavelet transform is used 

as the decimating and smoothening filter. The 

performance of the proposed system is evaluated 

in terms of the accuracy of the system and the 

percentage error. It has been shown that the 

proposed work clearly outperforms the baseline 

approach without the DWT filtering thereby 

attain a higher degree of accuracy in the 

forecasting approach. 

Keywords:- Machine Learning, ANFIS,, Load 

Forecasting, Regression Learning, Mean Absolute 

Percentage Error. 

 

I.Introduction 

 

The continuous and stable supply of electrical energy 

is the basic prerequisite of an electrical power 

generation framework. Such frameworks produce the 

need of meeting the load interest; by examining the 

set of experiences, conduct, pattern, and factors 

influencing the load and foreseeing the future interest 

of load, named as load forecasting. But the load 

forecasting incurs some challenges today.    

Among these difficulties load stream examination, 

arranging and control of electric energy framework 

are generally unmistakable. Load Forecasting is 

likewise quite possibly of the most arising field of 

exploration for this significant and testing field in 

most recent couple of years. Load forecasting might 

be characterized as the proportion of precision of the 

contrast between the real and anticipated worth of 

future load interest. 

 
Fig.1 The electrical load forecasting schematic 

 

Forecasting of power request will help in improving 

the beginning up cost of creating units, and can 

likewise ready to save the interest in the development 

of required number of force. It can likewise assist 

with checking the unsafe activity, fluctuating interest, 

request of turning store and weakness to load 

failures. Load forecasting gives the main data for 

power conveyance and arranging. It additionally 

assumes a significant part in energy the board 

framework. Extensively, the load forecasting 

techniques can be secluded into two classes, for 

instance, parametric or non parametric systems. The 

chief hindrance of this methodology is its ability in 

surprising distinction in such environment or social 

changes. In any case, this shortcoming is 
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overpowered by applying non-parametric (electronic 

thinking) based system considering its probability to 

overall chase. Among these man-made cognizance 

based approach, artificial neural network has 

emerged as one of the most obvious method that get 

significantly more thought of researchers. The ability 

to address the confounding associations, adaptable 

control, picture denoising, dynamic under weakness 

and conjecture plans makes ANN a solid performer 

than as of late executed methods previously carried 

out procedures. 

 

II. Methodology 

 

As the load forecasting model needs to be fed with 

copious amounts of data, hence it becomes 

mandatory to employ machine learning and deep 

learning based approaches for the same. Various 

techniques that were employed in previous works for 

research in this context involved regression models 

based methods and also logistic regression based 

analysis.  The precision parameters varied 

significantly with each of the aforementioned 

techniques. Therefore artificial intelligence and 

machine learning backed highly advanced methods 

have been studied and implemented further for 

improved accuracy in electrical load forecasting. 

Neural Networks: 

Artificial Neural networks possess a great ability to 

extract meaningful information from complicated 

data; which can applied for extraction of various 

features from the radical data. Some prominent traits 

of the ANN comprises of the following:- 

 

1. Adaptive method of learning: An ability to 

sort out some way to deal with data 

considering the data given for planning or 

starting experience. 

2. Way of Self-Organization: An ANN can 

make its own depiction of the information it 

gets during learning time. 

3. Operation in Real Time: ANN estimations 

may be finished in real time that yields high 

accuracy and needs lesser amount of time for 

complex computations. 

The output of the neural network can be related to the 

inputs as: 

 

𝒐𝒖𝒕𝒑𝒖𝒕 = 𝒇[∑ 𝒙𝒊𝒘𝒊
𝒏
𝒊=𝟏 + 𝜽]                 (1) 

 

Here, 

Output vector correcsponds to the output vector of 

the network. 

The inputs and weights are represented by x and w 

respectively. 

The additional term of bias termed as θ is added. 

 

 
Figure 1. The ANN Model 

 

 

If the neural network and fuzzy logic networks are 

combined together, it is called the adaptive neuro 

fuzzy inference system or ANFIS. 

 

Fuzzy Logic 

Another tool that proves to be effective in several 

prediction problems is fuzzy logic. It is often termed 

as expert view systems. It is useful for systems where 

there is no clear boundary among multiple variable 

groups. The relationship among the inputs and 

outputs are often expressed as membership functions 

expressed as [6]: 

A membership function for a fuzzy set A on the 

universe of discourse (Input) X is defined as: 

𝝁𝑨: 𝑿 → [𝟎, 𝟏]                                             (2) 

Here,  
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each element of X is mapped to a value between 0 

and 1. It quantifies the degree of membership of the 

element in X to the fuzzy set A. 

 

 
Figure.2 Graphical Representation of 

Membership Functions 

 

Here, 

x axis represents the universe of discourse (Input). 

y axis represents the degrees of membership in the [0, 

1] interval. 

The final category is neuro fuzzy expert systems 

which governs the defining range of the membership 

functions.  

 

Adaptive Neuro Fuzzy Inference Systems (ANFIS) 

The ANFIS can be thought of as a combination of 

neural networks and fuzzy logic. In this mechanism, 

the neural network module decides the membership 

functions of the fuzzy module. The ANFIS structure 

is depicted in figure 8.  

 

 

 
Figure.3 Block Diagram of Neuro-Fuzzy Expert 

Systems 

 

The data filtration is done through the discrete 

wavelet transform which is filter which can sense and 

filter out the fluctuations and local disturbances in the 

data. 

For the purpose, the following algorithm needs to be 

applied. 

Step.1: Load the data in terms of dependent variables 

and target. 

Step.2: Apply the DWT to attain the approximate and 

detailed co-efficient values. 

Step.3: Retain the approximate co-efficient values 

and discard fluctuations in the detailed co-efficient 

values.  
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The performance evaluation parameters are cited as: 

1) Mean Absolute Error 

       𝑀𝐴𝐸  =
1

𝑁
∑  |𝑃𝑖 − 𝐴𝑖|𝑛

𝑡=1                    (3) 

 

2) Mean Squared Error                                                                    

𝑀𝑆𝐸 =
1

𝑁
∑ [𝑃𝑖 − 𝐴𝑖]2𝑛

𝑡=1                                 (4)                          

 

2) Mean Absolute Percentage Error  

                                                                𝑀𝐴𝑃𝐸 =
100

𝑛
∑

[𝑃𝑖−𝐴𝑖]

𝐴𝑖

𝑛
𝑖=1                        (5) 

 

Here, 

n represents the number of forecasted values 

Pi denotes predicted values 

Ai denotes actual values 

 

It is always envisaged that the prediction model 

attains low values of error, and high values of 

regression and accuracy. The validation of any model 

stands on the performance comparison with respect 

to existing baseline techniques.  

 

III. RESULTS 

 

The results obtained through the implementation of 

the proposed work is depicted in this section. 

The results obtained are depicted subsequently. 

 

Figure. 4 Block Diagram of Neuro-Fuzzy Expert 

Systems 

 

 

 

Figure 5 ANN design for analysis 

 

Figure 6 The evaluation of MAPE 
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Figure 7 LS optimization based on MSE 

 

 

Figure 8 Evaluation of regression for different 

cases 

 

Figure 9 Evaluation of system Training 

States  

 

 

Figure 10 DWT-Filtered ANN 

 

 

Figure 11 DWT filtered evaluation of MAPE 
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Figure 12 DWT Filtered LS optimization 

based on MSE 

 

Figure 13 DWT filtered evaluation of system 

Training States 

 

 

Figure 14 DWT filtered Evaluation of 

regression for different cases 

 

Conclusion: 

The discussions indicate that load 

forecasting is challenging due to the type 

and magnitude of uncorrelated data. The 

work presented in this paper is based on 

the back propagation based neural network 

regression process. The essence of the 

algorithm lies in the fact that the 

proposed approach uses the errors in each 

iteration as an exogenous input to the 

system and hence is used to attains faster 

convergence with lesser error margin for 

the system. The salient features of the 

different techniques have been discussed 

which paves the path for further research 

in the domain with the objective to attain 

higher accuracy of prediction compared to 

existing techniques. The proposed model 

employs the gradient descent along with 
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DWT filtered data to be used for the 

machine learning model. The discarding 

process for the detailed co-efficients 

allows to remove the noisy effects in the 

raw data. The ANFIS model allows to add an 

extra degree of freedom to the ML model to 

be used leading to enhanced training. 
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