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ABSTRACT 

Communication technology advances, various and  

heterogeneous data are communicated in distributed 

environments through network systems. Meanwhile, 

along with the development of communication 

technology, the attack surface has expanded, and 

concerns regarding network security have increased. 

Accordingly, to deal with potential threats, research on 

network intrusion detection systems has been actively 

conducted. Among the various NIDS technologies, recent 

interest  is focused on artificial intelligence (AI)-based 

anomaly detection systems, and various models have 

been proposed to improve the performance of NIDS. 

However, there still exists the problem of data imbalance, 

in which AI models cannot sufficiently learn malicious 

behavior and thus fail to detect network threats 

accurately. In this study, we propose a novel AI-based 

NIDS that can efficiently resolve the data imbalance 

problem and improve the performance of the previous 

systems. To address the aforementioned problem, we 

leveraged a state-of-the-art generative model that could 

generate plausible synthetic data for minor attack traffic.  

 

INTRODUCTION 

 

The development of the fifth-generation (5G) mobile 

communication technology that diversifies the access 

environments and constructs distributed networks, 

various and heterogeneous data are communicated 

through network systems. In general, these data originate 

from diverse domains, such as sensors, computers, and 

the Internet of Things (IoT), and the capacity of network 

systems has been expanded to process these data reliably. 

However, as the access points are diversified, the attack 

surface expands, thereby leaving the network systems 

vulnerable to potential threats[40].  

 

One of the fundamental challenges in cybersecurity is the 

detection of network threats, and various results have 

been reported in the field of network intrusion detection 

systems (NIDSs). In particular, the most recent studies  

 

have been focused on applying the artificial intelligence 

(AI) technology to NIDS, and AI-based intrusion 

detection systems have achieved remarkable 

performance. Initially, the research primarily focused on  

applying traditional machine learning models, such as 

decision trees [1] (DTs) and support vector machines [2] 

(SVMs) to existing intrusion detection systems, and it has 

now been extended to deep learning approaches [3], such 

as convolutional neural networks (CNNs), long short- 

term memory (LSTM), and autoencoders. Although these 

results have achieved remarkable performance in 

detecting anomalies, there still exist limitations in 

deploying them in real systems. 

 

In this study, to address this inherent problem, we propose 

a novel AI-based NIDS that can resolve the data 

imbalance problem and improve the performance of the 

previous systems. To address the aforementioned 

problem, we leveraged a state-of-the-art deep learning 

architecture, generative adversarial networks [4] (GANs), 

to generate synthetic network traffic data. In particular, 

we focused on the reconstruction error and Wasserstein 

distance-based GAN architecture [5], which can generate 

plausible synthetic data for minor attack traffic. By 

combining the generative model with anomaly detection 

models, we demonstrated that the proposed systems 

Moreover, cyber-attack techniques have become more 

complex and sophisticated, and the frequency of attacks 

has also increased. Accordingly, the importance of 

cybersecurity is emphasized, and various studies have 

been actively conducted to prevent potential network 

threats. 

 

LITERATURE REVIEW 

 

In the field of AI-based NIDSs, many studies have been 

conducted to apply machine learning and deep learning 

technologies as anomaly detection. Ingre and Yadav [10] 

proposed multilayer perceptron-based intrusion detection 

system and showed that the proposed approach achieve 

81% and 79.9% accuracy in experiments on the NSL-
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KDD data set for binary and multiclassification, 

respectively. Gao et al. [11] proposed a semi-supervised 

learning approach for NIDSs based on fuzzy and 

ensemble learning and reported that the proposed system 

achieved 84.54% accuracy on the NSL-KDD data set. By 

applying the deep belief network (DBN) model, 

Alrawashdeh and Purdy, [12] developed an anomaly 

intrusion detection system and showed that the proposed 

DBN-based IDS exhibited a superior classification 

performance in subsampled testing sets (sampled subsets 

from the original data set). By considering the software- 

defined networking environment, Tang et al. [13] 

proposed a DNN-based anomaly detection system and 

reported that the DNN-based approach outperformed 

traditional machine learn- ing model approaches (e.g., 

Naïve Bayes, SVM, and DT). Imamverdiyev and 

Abdullayeva [14] proposed a restricted Boltzmann 

machine (RBM)-based intrusion detection system and 

showed that the Gaussian–Bernoulli RBM model outper- 

formed other RMB-based models (such as Bernoulli-

Bernoulli RBM and DBN). From the perspective of 

utilizing both behavioral (network traffic characteristics) 

and content fea- tures (payload information), Zhong et al. 

[15] introduced a big data and tree architecture-driven 

deep learning system into the intrusion detection system, 

where the authors combined shallow learning and deep 

learning strategies and showed that the system is 

particularly effective at detecting subtle patterns for 

intrusion attacks. With the ensemble model-like 

approach, Haghighat et al. [16] proposed an intrusion 

detec- tion system based on deep learning and voting 

mechanisms. Haghighat and Li [16] aggregated the best 

model results and showed that the system can provide 

more accurate detec- tions. Moreover, they showed that 

the false alarms can be reduced up to 75% compared to 

the conventional deep learn- ing approaches.  

 

Considering data streams in industrial IoT environments, 

Yang et al. [17] proposed a tree structure- based anomaly 

detection system, where the authors incorporate the 

window sliding, detection strategy changing, and model 

updating mechanisms into the locality-sensitive hashing-

based iForest model [18], [19] to handle the infiniteness 

of data streams in real-time scenario. Similarly, Qi et al. 

[20] proposed an intrusion detection system for 

multiaspect data streams by combining locality-sensitive 

hashing, isolation forest, and prin- cipal component 

analysis (PCA) techniques. Qi et al. [20] showed that the 

proposed system can effectively detect group anomalies 

while dealing with multiaspect data and process each data 

row faster than the previous approaches. 

 

From the perspective of dealing with time-series data, 

sev- eral results have been reported focusing on recurrent 

models. Kim et al. [21] proposed an LSTM-based IDS 

model and proved the efficiency of the proposed IDS. Yin 

et al. [22] proposed a recurrent neural network-based 

intrusion detec- tion system and achieved 83.3% accuracy 

and 81.3% accuracy in binary and multiclassification, 

respectively. Xu et al. [23] developed a recurrent neural 

network-based intrusion detec- tion model and reported 

that the gated recurrent unit was more suitable as a 

memory unit for intrusion detection than the LSTM unit. 

By considering supervisory control and data acquisition 

(SCADA) networks, Gao et al. [24] proposed an omni-

intrusion detection system. Gao et al. [24] com- bined 

LSTM and a feedforward neural network through an 

ensemble approach and showed that the proposed system 

can effectively detect intrusion attacks regardless of 

tempo- ral correlation. Moreover, they demonstrated that 

the proposed omni-IDS outperformed previous deep 

learning approaches through experiments on a SCADA 

testbed. 

 

In addition to the previous approach of applying 

supervised learning as an anomaly detection model, 

several studies have focused on the application of 

unsupervised learning, espe- cially autoencoder models. 

Javaid et al. [25] proposed a sparse autoencoder-based 

NIDS and reported that the proposed model achieved 

79.1% accuracy for multiclassification on the NSL- KDD 

data set. Similarly, Yan and Han [26] leveraged the sparse 

autoencoder model to extract high-level feature repre- 

sentations of intrusive behavior information and 

demonstrated that the stacked sparse autoencoder model 

could be applied as an efficient feature extraction method. 

Shone et al. [27] proposed a stacked nonsymmetric deep 

autoencoder-based intrusion detection system. Shone et 

al. [27] showed that the proposed model could achieve 

85.42% accuracy in multiclassi- fication. As one of the 

significant results, Ieracitano et al. [28] proposed an 

autoencoder-driven intrusion detection model. Ieracitano 

et al. [28] proposed autoencoder-based and LSTM- based 

IDS models and compared their performance with 

conventional machine learning models. Through 

experiments on the NSL-KDD data set, they reported that 

the proposed autoencoder-based systems outperformed 

other models and achieved 84.21% and 87% accuracy for 

binary and multiclas- sification, respectively. 

 

As another approach to applying unsupervised learning, 

several studies have investigated using generative models 

to improve the performance of existing NIDS. In 

particular, they have focused on applying the basic GANs 

[4], which are based on the Jensen–Shannon divergence 

(or Kullback– Leibler divergence) [29], [30], [31]. 

Thereafter, along with the development of various GAN 

models, studies have been conducted to apply appropriate 
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GAN models for specific purposes. Li et al. [32] and Lee 

et al. [33] utilized the Wasserstein divergence-based 

GAN model to generate the syn- thetic data, and Dlamini 

et al. [34] proposed a conditional GAN-based anomaly 

detection model to improve the classi- fication 

performance in the minority classes. By focusing on 

specific industrial environments, Li et al. [35] and 

Alabugin and Sokolov [36] proposed LSTM-GAN and 

bidirectional GAN-based anomaly detection models, 

respectively. Through experiments on the secure water 

treatment (SWaT) data set, they demonstrated that GAN 

models could be effectively applied to IDS. Siniosoglou 

et al. [37] proposed an anomaly detection model that 

could simultaneously detect anomalies and categorize the 

attack types. Siniosoglou et al. [37] encap- sulated the 

autoencoder architecture into the structure of the basic 

GAN model (i.e., deploying the encoder as a discrimina- 

tor and the decoder as a generator) and proved the 

efficiency of the proposed model in various smart grid 

environments. 

Unlike previous GAN approaches that are based on the 

distance between data distributions, we considered the 

recon- struction error-based GAN model to generate more 

plausible synthetic data. In particular, we leveraged the 

boundary equi- librium GAN (BEGAN) model [5], which 

is based on the concept of autoencoders and the 

Wasserstein distance between reconstruction error 

distributions of samples (real and synthetic samples). 

Moreover, we incorporated the autoencoder model into 

the detection models to extract meaningful features from 

the data and extend the adaptability and demonstrated that 

the AI-based NIDS framework outperforms previous AI-

based network intrusion detection models. 

 

CONCLUSION 

 

In this study, we found a novel AI-based NIDS that can 

efficiently resolve the data imbalance problem and 

improve the classification performance of the previous 

systems. To address the data imbalance problem, we 

leveraged a state-of- the-art generative model that could 

generate plausible synthetic data and measure the 

convergence of training. Moreover, autoencoder-driven 

detection models based on DNN and CNN and found that 

the AI-based NIDS models outperforms previous 

machine learning and deep learning approaches. The AI-

based NIDS system was analyzed on various data sets, 

including two benchmark data sets, an IoT data set, and a 

real data set. In particular, the AI-based NIDS models 

achieved accuracies of up to 93.2% and 87% on the NSL-

KDD data set and the UNSW-NB15 data set, 

respectively, and showed remarkable performance 

improvement in the minor classes[40]. In addition, 

through experiments on an IoT data set, we identified that 

the AI-based NIDS can efficiently detect network. 
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