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ABSTRACT 

Because of advancements and the advent of deep learning, there has been a revolution in machine 

learning applications in recent years. Deep learning models are superior to traditional machine learning 

models because they include more learning layers and a greater level of abstraction. This benefit is further 

supported by the fact that all components of the model directly learn from the data. Conventional machine 

learning models experience limits as a result of the method they use to process the data because of the 

growing volume of data and the increased desire to derive useful insights from the data. The increase in 

data volume has led to the development of more sophisticated learning algorithms that are quicker and 

more accurate. Every firm will undoubtedly utilize a model like this one that produces the most accurate 

predictions in order to stay ahead of the competition. We shall discuss some of the most widely used deep 

learning techniques in this paper. 
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1.INTRODUCTION 

A set of machine learning algorithms called "deep learning," which draws its inspiration from the 

biological process of neural networks, is gaining ground in several fields and outperforming more 

established methods [1]. Only because they are capable of delivering quicker and more precise outcomes. 

Based on a number of methods, it aims to model high-level abstraction in data [2]. All components of the 

model are directly learned from the data in deep learning approaches. Lowest level features that provide 

an appropriate representation of the data are used as a starting point. After that, it offers higher-level 

abstractions for each unique issue that it is applied to. The more training data there is, the more effective 

deep learning becomes. With the expansion of the software and hardware infrastructure, deep learning 

model development has increased [3]. 
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Deep learning models employ numerous layers made up of both linear and non-linear transformations. 

Conventional machine learning algorithms have demonstrated their limitations in analysis with the size of 

data with the increase in data size or with innovations in the field of big data [4]. In this analysis 

challenge, deep learning algorithms have produced improved outcomes. This method has been hailed as a 

technological breakthrough since it distinguishes itself from machine learning approaches that rely on 

outdated and conventional methods [5]. In modeling the intricate relationship between data, it is helpful. 

It is predicated on learning data representations rather than working on task-specific algorithms. You have 

the option of semi-supervised, unsupervised, or supervised learning. 

The task of feature extraction is carried out by numerous layers of non-linear processing units in deep 

learning models. Transformation. Every layer uses the input as the output of the layer below it. It is used 

in supervised classification challenges as well as unsupervised pattern analysis applications. A hierarchy 

of notions is created by the several levels that offer the high-level abstraction. Deep generative models are 

deep learning models that are mostly built on artificial neural networks that are organized layer-wise. The 

production of observed data through the interaction of multiple components is the idea underlying this 

distributed representation. These stacked components enable the high-level abstraction. By adjusting the 

number and size of layers, a variable level of abstraction can be achieved [6]. 

The abstraction is accomplished by using the hierarchical exploratory elements to learn from the bottom 

level. The deep learning methods minimize feature engineering in supervised learning applications by 

transforming the data into compact instantaneous representations of major components and eliminating 

redundancies in representation through derived layered structures. Deep learning methods can be used to 

solve these types of problems in unsupervised learning, where unlabeled data is more prevalent than 

labelled data. One deep learning model that is used to solve such unsupervised situations is deep belief 

networks. 

Because more abstract repetitions are based on less abstraction, deep learning algorithms take advantage 

of the abstraction of data. These models are hence resistant to local changes in the input data. This offers 

a benefit in a number of pattern recognition issues. The deep learning models can better extract features 

from the data thanks to this invariance. These models are able to differentiate between the many causes of 

data fluctuation thanks to the abstraction in their representation. By manually setting the learning 

characteristics, deep learning models perform better than previous machine learning models. This is due 

to the fact that the models' design is independent of the system's training and that it relies on human 

domain knowledge rather than on the data that is currently accessible. 
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Researchers have created a variety of deep learning models that enable improved learning from the 

representation of vast amounts of unlabelled data. In the fields of computer vision and predictive 

analytics, some well-known deep learning architectures, such as convolutional neural networks (CNN), 

deep neural networks (DNN), deep belief networks (DBN), and recurrent neural networks (RNN), are 

applied as predictive models. Deep learning models are demonstrating their abilities in the work of 

predictive analytics to address the data analysis and learning difficulties due to the rise in data quantity 

and requirement to produce a quick and correct result. We now give a survey of well-liked deep learning 

models that are cantered on artificial neural networks in this paper. We shall address the operation and 

use of ANNs, CNNs, DNNs, DBNs, and RNNs. 

 

2. Network of artificial neurons 

A computing model called an artificial neural network was inspired by biological neural networks. The 

biological brain network, which consists of billions of neurons, receives electrochemical impulses from 

nearby neurons. When these signals are processed, they either store them or send them to the following 

nearby neurons in the network [7], [8]. It is shown in figure 1 in the paragraph below. 

 

Biological neural network in Figure 1. 

Every neuron in a living thing is connected to its neighbors and can communicate with them. The input-

output signals are carried by the axons in the network. They take in environmental stimuli that result in 

impulses as electrochemical signals that move fast across the network. The information may be stored by 

a neuron or forwarded to the network. Through their dendrites, they communicate information to the 

nearby residents. 

The operation of artificial neural networks is comparable to that of biological neural networks. A network 

of artificial neurons is an ANN. Every neuron in the layer is coupled to every neuron in the layer below it 

and the layer above it. Each time a neuron connects to another, the labels contain a weight. Each neuron 

receives input, which comes from the previous layer's neurons' output. They analyse this input and 

produce an output that is passed on to the neurons in the following layer. Each neuron in the network has 

an activation function that it employs to gather inputs, add inputs, and produce output [9]. Depending on 

the desired output, different activation function types are selected. 

http://www.ijsrem.com/
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A straightforward artificial neural network has three layers. Three layers: the output layer, the hidden 

layer, and the input layer. The input layer is subjected to inputs in the form of input vectors. The amount 

of attributes in the input determines how many neural nodes are present in the input layer. Each input 

layer neuron sends its output to each hidden layer neuron, which receives it as an input. The processing 

layer is another name for the hidden layer. because input processing takes place mostly at this layer. The 

number of nodes in the hidden layer is initially determined at random and is subject to change throughout 

training. Each neural node's output from the hidden layer is subsequently sent to the output layer, where it 

serves as an input. The network's final output is subsequently generated by the output layer and collected. 

The kind of output determines how many nodes are present at the output layer [10]. The number of nodes 

in classification issues is equal to the number of classes the inputs must be divided into. Assigned. There 

could be just one output node in regression problems that generates an output value. 

There are two different forms of feed-forward artificial neural networks based on the number of layers. 

The single layer feed-forward ANN and the multilayer feed-forward neural network are the two different 

types. There is only one layer in the network, and there are no hidden layers. This type of neural network 

is the simplest. Only the input layer and the output layer make up the network. For the purpose of 

producing the outputs, the inputs applied to the input layers are immediately passed on to the output layer. 

 

3. Artificial neural network that is fed forward 

Artificial neural networks come in many different varieties, each of which has a unique feature and can be 

used to solve a different kind of problem. Artificial neural networks with a feed-forward structure are 

widely employed in a variety of applications. The only direction that signals can move in in a feed-

forward network is forward, from the input layer to the output layer [11]. We shall examine feed-back or 

feedback neural networks in a later section of this chapter. Every neural network uses a learning 

algorithm to function. Depending on the issue that the network is being applied to, different learning 

methods are chosen. By putting the learning algorithm into practice, the networks are trained. The back 

propagation learning technique is widely used and used to train neural networks in many different 

applications. It uses a layer's output error to modify the weight of interconnections. The earlier layers 

receive a backwards propagation of this fault. It is known as the back propagation algorithm for this 

reason [12]. For the network's supervised and unsupervised training, there are numerous other methods. 

  

Figure 2 below illustrates the construction of a feed-forward neural network. 

http://www.ijsrem.com/
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The architecture of a feed-forward neural network is shown in the previous figure. Each artificial neuron 

in this network is interconnected with the neurons in the layers above and below it. The inputs are applied 

to the vector of neural nodes at the input layer of the network during training. The main input is 

frequently combined with a bias input in learning algorithms. The training process fixes this bias value. 

When the initial input pattern is applied, the hidden layer receives it. The output that is gathered at the 

output layer is produced by the activation function utilized at neurons. The step functions are typically 

utilized in classification issues, and in regression problems. The logistical issues are employed. On the 

dataset, the network is trained across a number of epochs. Some algorithms employ gradient descent to 

halt the learning process when a certain error is reached. 

If the inputs I1, I2,..., In are applied to the network's input layer, the net input that is subsequently 

received at a single hidden layer neuron is as follows: 

Stepper Mechanism 

The binary step function and the bipolar step function are the two different forms of step functions. If the 

net input is less than a predetermined threshold value, the binary step function outputs 0; otherwise, it 

outputs 1. It can be analytically described as given in equation 10 and graphically represented as shown in 

figure 3.  

If there are m neurons, the net input received at the hidden layer is expressed as a vector with the 

following notation: where w is the weight on connectivity and b is the bias value. 

Yin=,[𝑦𝑖𝑛 2 ,…, 𝑦𝑖𝑛 𝑚] (3) 

Let W be the matrix of weights associated with the connections between the input layer and the hidden 

layer, and let I be the vector representing the inputs, then Yin will be defined as the cross product of the 

input vector and the weight matrix, i.e., 

Yin=I×W (4) 

If this neuron's activation functions, f, is employed, then the following is the neuron's output: 

𝑦𝑜𝑢𝑡 =f(𝑦𝑖𝑛) (5) 

The output of every neuron in the hidden layer can similarly be represented as a vector as follows: 

Yout=[𝑦𝑜𝑢𝑡 1 , 𝑦𝑜𝑢𝑡 2 , … . , 𝑦𝑜𝑢𝑡 𝑚] (7) 

Now, each neuron in the output layer is given this output Yout as input. Let Zin be the net input received 

at the output layer, then it can be described as: If V is the matrix of weights connected to the connections 

between the hidden layer and the output layer, then the input received at the output layer will be the cross 

product of Yout and V.(8) Zin=Y out in relation to the threshold. Equation 11 and Figure 4 both provide 

mathematical and graphic representations of this function, respectively. 

(𝑥) = {−1, 𝑥 < 𝜃 (11) 

http://www.ijsrem.com/
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Consider Zout i to be the output produced by each of the i neurons at 

If there are p nodes in the output layer, then the vector of outputs produced by each neuron can be used to 

represent the net output that is gathered there. It may be expressed as: 

Zout=[𝑍𝑜𝑢𝑡 1 , 𝑍𝑜𝑢𝑡 2 , … . , 𝑍𝑜𝑢𝑡 𝑝] (9) 

 

4.FUNCTIONS OF ACTIVATION 

Each neuron in the neural network produces an output known as activation of the neuron, which is the 

output. At first, it is thought that neurons are not engaged if they are not producing any output. The 

neurons begin firing their output, which is referred to as the neuron becoming activated, when the applied 

input values cross a particular threshold. A function that transfers the net input received to the neuron 

with the output is employed for this activation. The activation function is the name of this process. 

Depending on the issue the neural network is applied to, several kinds of activation functions are used at 

neurons [13]. The step function and the sigmoid function are the two most often utilized activation 

functions. Here, we'll give a succinct overview of these functions. 

 

Bipolar Step Function (Figure 4) 

Signature Function 

The step functions cannot be differentiated since they are not continuous. Step functions cannot be 

employed in certain machine learning techniques because they need for continuous and differentiable 

activation functions. The sigmoid functions' differentiability quality can be maintained while a close 

approximation is made. The binary sigmoid function and the bipolar sigmoid function are the two forms 

of sigmoid functions employed in this kind of issue area. Each of them has a continual output. 

The logistic sigmoid function is an alternative name for the binary sigmoid function. Both technically, as 

shown in equation 12, and graphically, as shown in figure 5, it can be represented. 

f(x) = 1 1+𝑒−ɑx 

 

 

                                      Binary Sigmoid Function in Figure 5. 

Neural networks employ a variety of learning techniques, primarily falling into two categories: supervised 

learning and unsupervised learning [15]. 

 

Supervised education 

http://www.ijsrem.com/
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The labelled data is used using the supervised learning techniques. Data that has input and output labels 

on it is said to be labelled data. The training pattern refers to the data used to train a neural network. In the 

case of supervised learning, each training pattern is made up of the associated output patterns and input 

patterns. The data's input and output patterns are mapped by the learning algorithms as a function. The 

network can produce output for an unknown input pattern once it has been trained using the learning 

algorithm [16]. Here, we'll give a very succinct overview of the supervised learning methods that are 

frequently used to train neural networks. 

 

Hebb Law 

It's one of the first learning methods that artificial neural networks have ever employed. The change in 

weight wi can be calculated using the Hebb rule or Hebbian learning as: 

The drawback of the binary sigmoid function is that bipolar data cannot be used with it. The bipolar 

sigmoid function is utilized in this instance for continuous output. Both technically, as shown in equation 

13, and graphically, as shown in figure 6, it can be represented. 

f(x) = 1−𝑒−ɑx (13) 

1+𝑒−ɑx 

5. LECTURED BY ANNS 

The architecture, the activation function, and the learning are three crucial features of an artificial neural 

network. Prior to network training, the weights corresponding to the network's connectivity between 

neurons are initialized randomly. Following the learning method, these weights are modified, and once 

they are set, the network is referred to as a stable fitted network. A network that has been trained can be 

used to solve a problem [14]. Each time the neural network is trained, its weights are changed. This 

process continues until a halting condition is met. The new weight at the (k+1)st iteration of the training 

is derived as shown in equation 14 if w(k) is the weight at the kth iteration of the training. 

w(k+1) equals w(k) plus w(k) (14) 

where w(k) represents the weight's change at iteration k. Different teaching techniques offer various ways 

to find the value of w(k). 

∆wi = Ii × t (15) 

where t is the target value and Ii is the appropriate input value. The Hebb rule's restriction prevents it 

from learning if the target is 0. This is due to the fact that when we set t=0, the change in weight (wi) will 

become 0. Therefore, it is used whenever both the input and output have a bipolar structure [17]. 

5.2.2.Rule of Perceptron Learning 

http://www.ijsrem.com/
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According to perceptron learning, only the weights associated with the interconnections should be 

changed if the neuron's output is not equal to the goal output, else they shouldn't be [18]. This rule 

describes how to calculate the weight change wi: 

Wi = (t-yout) Ii (16), where is a constant and is referred to as the learning rate. 

Alpha Rule 

The Widrow-Hoff rule and the Least Mean Square (LMS) rule are other names for the Delta rule. It is a 

popular technique for learning that is used to train neural networks. By lowering the mean squared error 

between the activation and the goal value, it generates the output in binary form [19]. The Delta rule 

states that the weight change is calculated as: 

Wi = T-Yin Ii (17), when the symbols are employed in their conventional contexts. 

Algorithm for Backpropagation 

The most common learning method used for supervised learning to train an artificial neural network is 

backpropagation. According to the training patterns, the neural network in this technique continuously 

modifies the interconnection weights based on mistake and divergence from the intended output. This 

method's error is estimated at the network's output layer and is transmitted back through the network 

layers [20]. When talking about the training of the hybrid deep neural network in chapter 6, we will go 

into more detail about this strategy. 

5.3. Unsupervised Education 

Unsupervised learning is the process of learning from data when the input-output labels are absent from 

the training data used to train the neural network. In this instance, the algorithms discover structure in the 

data. Unsupervised learning is used to solve several machine learning issues, including clustering and 

anomaly detection [21]. The input vectors that are to be applied to the neural network in clustering 

problems are joined during neural network training to produce clusters. As soon as a fresh input vector is 

applied to a trained or stable neural network, the output response indicates the cluster to which the input 

vector belongs. Winner-Takes-All is a prominent unsupervised learning approach that is used for 

grouping using neural networks. The neuron with the highest overall input is chosen as the winner 

according to a competitive learning rule [22]. 

 

6. MODELS OF DEEP LEARNING 

Different deep learning models have been developed by researchers and are used in diverse problem 

domains. The numerous learning layers are the shared feature of all the models. We will give a brief 

overview of some of the most often used deep learning models in this section. 

 

http://www.ijsrem.com/
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6.1. Neural Deep Network 

A multilayer feed-forward artificial neural network version is the deep neural network. Between the input 

layer and the output layer, there are multiple hidden layers [23]. Each hidden layer has a similar amount 

of neurons. The number of neurons is initially fixed at random and is manually modified during network 

training. Greater complexity and, hence, a decline in training effectiveness may be caused by more nodes 

in the hidden layer. The number of nodes at this tier is therefore carefully chosen. The compositional 

model used by this architecture refers to the item as a layered composition of primitives. In the training 

data, it has the ability to simulate intricate non-linear relationships. Utilizing more hidden layers in the 

network has the advantage of allowing for the compilation of characteristics from lower layers. These 

characteristics may allow for a more efficient modeling of complex data [24]. 

The deep neural networks are also accompanied by two problems. First, the overfitting problem, which is 

prevalent in many neural network models, and then the computation time problem. Due to the 

introduction of additional layers, the issue of overfitting has a higher likelihood of occurring in deep 

neural networks. This problem causes it to represent the uncommon dependencies in the training set. On 

training data, the network performs better, but on validation data, its accuracy suffers. Regularization 

techniques like weight decay or sparsity can be employed during training to prevent the problem of 

overfitting in deep neural networks by preventing the modeling of uncommon relationships. Overfitting 

can be beaten with an increase in shorter training sessions. The learning model's calculation time is 

influenced by a number of factors, including the layer size, learning rate, and initial weights [25]. The 

system becomes more complex and takes longer to compute as a result of the additional nodes in the 

hidden layers. While choosing each of these characteristics, it should be carefully taken into account. 

  

 

Figure 7 illustrates a typical deep neural network architecture. 

Deep neural network (Figure 7) 

The multilayer feed-forward artificial neural networks and the deep neural network share a lot of 

similarities in their processing. The backpropagation learning technique is frequently used to determine 

the correspondence between the desired output and the actual output when training a network. In this 

procedure, the weight change is determined as follows: 

w (t+1) equals w (t) plus C plus (t) (18). 

∂𝑤𝑖𝑗 
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where is the stochastic term, C is the cost function, and is the learning rate. The weight of the connection 

between the ith node of one layer and the jth node of the following layer is called wij. 

There are numerous uses for deep neural networks. They are used in a variety of domains, including 

mobile advertising, drug discovery, customer relationship management, image recognition, natural 

language processing, and automatic speech recognition. 

6.2. Neural Convolutional Network 

A multilayer perceptron is a version of the convolutional neural network. The biological process of 

visualizing serves as a source of inspiration. This model is made up of neurons, bias values, and learnable 

weights. There are several hidden layers between the input layer and the output layer in addition to an 

input layer and an output layer. The convolution layers, pooling layers, fully connected layers, and 

normalizing layers make up the network's hidden layers. They are created with the least amount of pre-

processing necessary in mind [26, 27]. Figure 8 in the text below shows how a convolutional neural 

network is built. 

 

Convolutional neural network, Figure 8. 

Convolutional neural network architecture consists of neurons in three dimensions: depth, height, and 

breadth, which are displayed in one of the layers. Every layer of the network converts the 3D input 

volume into a 3D output volume of activated neurons. Convolutional neural networks often have the 

following architecture: 

(i).Convolutional Layer: The network's convolutional layer is referred to as the fundamental component 

and consists of a group of programmable filters. According to reports, these filters are surrounds the layer 

convolved. The input is given a convolution process before being sent on to the following layer as a result 

of this operation. When filters are engaged after identifying a particular sort of feature at a specific spatial 

input position, the network learns from the filters as they operate. 

(ii).Pooling Layer: A major problem in artificial neural networks, overfitting is prevented by the 

convolutional neural network by using the pooling layer. A type of non-linear down-sampling called 

pooling combines the outputs of one layer's neurons into a single neuron in the following layer. The max-

pooling provides the maximum output for each set after dividing the input data into a set of non-

overlapping slices. 

http://www.ijsrem.com/
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(iii).Local Connectivity: In convolutional neural networks, only the nearby neurons in adjoining layers are 

connected between neurons in a given layer. This feature prevents the connectivity issue when handling a 

huge volume of input, which lowers the network's complexity. 

(iv).Convolutional neural networks have a feature called parameter sharing that aids in managing the free 

parameters. The network's neurons share weight vectors and bias values, which results in less parameter 

optimization and quicker convergence during training. 

Convolutional neural networks are used to solve text analytics and phrase classification issues in the field 

of natural language processing [28]. It is also employed in time-series analysis, which aids in forecasting 

weather, market prices, and tidal heights in the ocean [29]. Convolutional neural network design has been 

applied to the prediction of DNA sequence binding [30]. By foreseeing the interactions between 

biological proteins and chemicals, these designs are also utilized in the drug discovery process [31]. 

Convolutional neural networks have proved quite helpful in many sectors and have produced superior 

outcomes, however this model also has significant drawbacks. It needs a large data collection, which 

means that training will take a while. Due to the fact that this architecture is GPU-based, performance and 

scalability issues are also involved [32]. 

 

6.3.Networks of Deep Belief 

A subtype of a deep neural network is a deep belief network. It is a graphical model made up of numerous 

hidden unit levels. The latent variables are the hidden components. Layers of the network are connected, 

but there is no communication between individual network units. This graphical model picks out the 

training data's deep hierarchical structure as it learns [33]. The edges of the graphical model can be either 

directed or undirected. The network is trained in two stages back-to-back: unsupervised training first, 

followed by supervised training. When educated on a set of examples during unsupervised training, the 

network learns to probabilistically rebuild its inputs. These training steps turn the layers into feature 

detectors. Following this, the network is trained under supervision to carry out the classification task [34]. 

By dividing the deep belief network's design into two components—the belief network and the Restricted 

Boltzmann Machine—the network may be explained. The stochastic variables are included in the belief 

network, which is a directed acyclic graphical model. These variables can only exist in one of two states, 

0 or 1, and the likelihood that they will become 1 is determined by a bias and weighted inputs from other 

units. The belief network addresses two different the learning problem and the problem of inference. The 

learning problem modifies the relationship between learning variables whereas the inference problem 

infers the state of the unobserved variables. This aids the network in producing the data that is observed. 

http://www.ijsrem.com/
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The artificial neural network's generative models, known as Restricted Boltzmann Machines, learn from 

the probability distribution of a collection of inputs [35]. 

  

Figure 9 illustrates a typical deep belief network architecture. 

Deep Belief Network in Figure 9. 

A feedforward multilayer perceptron and a restricted Boltzmann machine (RBM) make up the deep belief 

network. The multilayer perceptron is employed during the fine tuning phase, while the RBM is used 

during the pre-training phase. The neurons that make up the network's hidden units can be deduced from 

the other observable variables even if they cannot be seen directly. The distribution between the observed 

input vector X and the nth hidden layer hn in deep belief networks is described as: 

P(X, h1, h2,..., hn) = (n2 P(hi| hi+1))P (hn1, hn) (19) 

Where X=h0, P(hi1), and P(hn1), respectively, represent the conditional and joint distributions of the 

observable units. The network learns a layer of features from the visible units during the initial round of 

training. Then, in the following step, it learns features in a second hidden layer while treating the 

activation of previously learnt features as a visible unit. When the learning for the final hidden layer is 

accomplished after proceeding with successive phases in this manner, the entire network is considered to 

have been trained. 

In order to strengthen the financial industries, Deep Belief Networks have been applied in financial 

business predictions. Additionally, these networks have been used to anticipate time series, which has led 

to the prediction of financial markets, signal processing, and weather data. This model has also 

successfully predicted draught. It is also employed to forecast the level of interior noise in vehicles [36]. 

Although Deep Belief Networks have a wide range of applications, this model also has certain drawbacks. 

Boltzmann Machines, which are used to create deep belief networks, have the drawback of exponentially 

increasing model training times as machine size increases. 

6.4.Continuous Neural Networks 

The category of artificial neural networks includes recurrent neural networks. These networks have 

directed cyclic connections running along a sequence between their internal nodes. It displays a time 

sequence's dynamic temporal dynamics. These networks process in the internal memory states of input 

pattern [37]. In traditional artificial neural networks, each input value in an input vector is processed 

independently because they are not related to one another. The output of many activities, however, 

depends on earlier calculations made in a sequential process. Recurrent neural networks are used for 

problems like these where the inputs are processed sequentially. Because it completes the same task for 

each element in the sequence, this network is referred to as recurrent. The network's memory is where it 
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keeps the data from earlier calculations. In reality, these networks can only retain a small number of past 

calculations [38]. 

The design shown in figure 10 below can be used to describe how the recurrent neural network functions. 

 

Recurrent neural network, Figure 10. 

In the illustration above, a recurrent neural network is shown unfolding into a complete network to handle 

a series of inputs. Each input value in the sequence is handled by one layer in this case. The weights and 

bias are unchanged if all the layers are folded or combined into a single hidden layer because there is only 

one hidden layer used in the network. Let st be the hidden state or memory at timestamp t and xt be an 

input to the network at timestamp t. Based on the input at the current timestamp and the concealed state at 

the previous timestamp, this st is determined as follows: 

f(U. xt + W. st-1) = st (20) 

tanh or ReLU are two examples of f, which is a nonlinear function. First timestamp initializes st-1 to zero. 

The output at timestamp t is represented by the expression ot 

(V. st) = ot = f (21) 

In the aforementioned equation 4.21, the logistic function f can either be a normalized exponential 

function or a softmax function. 

Recurrent neural networks share these characteristics across all timestamps, in contrast to other deep 

neural networks that use distinct parameters like weights and bias at various hidden layers. This facilitates 

learning by lowering the number of parameters. In some applications, an input is needed at every 

timestamp, and an output is generated at every timestamp. However, it is not required in all recurrent 

neural network applications. This is due to the usage of hidden state, which records data regarding 

specific sequences. 

The recurrent neural network has several extensions. Brief summaries of each are provided below. 

• Bidirectional Recurrent Neural Networks: This network is founded on the idea that the output at a given 

timestamp depends not only on the components that came before it in the sequence but also on the 

elements that will come after it. Two recurrent neural networks are stacked on top of one another in its 

architecture. Based on the hidden state of both networks, it calculates its output [39]. 

In addition to having numerous layers per timestamp, deep bidirectional recurrent neural networks are 

similar to bidirectional recurrent neural networks in other ways. It has the advantage of greater learning 

ability, although a substantial amount of training data is required [40]. 
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• Long Short-Term Memory (LSTM) Networks: This recurrent neural network variation is used to get 

over the back propagation learning vanishing gradient issue. The memory units in these networks are 

referred to as cells, and they are highly effective in capturing long-term dependencies. The cells decide 

internally which information will be saved and which information will be destroyed when given the 

current input xt and the previous state st-1 [41]. 

There are several uses for recurrent neural networks in predictive analytics. It has long been a popular 

tool for making stock market predictions [42]. Its use in time series prediction has produced performance 

that is more universal than that of other models [43]. These networks have been combined with dynamic 

weights and used to forecast the software's dependability [44]. The recurrent neural network is utilized to 

forecast wind speed by including spatial correlation variables [45]. 

RNNs have some restrictions in addition to the aforementioned significant uses. These networks take a 

long time to train. Before training, the number of hidden neurons in RNNs must be fixed. The size of the 

context must be minimal while processing a vocabulary [46]. 

 

6.5 Summary and Future Directions 

We have covered the various deep learning application strategies in this paper. In the field of machine 

learning, each of these models has a stellar track record. These models provide room for new features to 

be added, allowing for more effective use across a wide range of disciplines. To take advantage of the 

model's potential for prediction, the new methodologies may be incorporated. These models' efficiency 

can also be increased through parameter adjustment. These models' efficiency can also be increased 

through parameter adjustment. Therefore, it can be claimed that this model has a very broad opportunity 

and open scope. 
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