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Abstract—Anomaly detection is critical in the administration 

of current large-scale networked systems. Logs created by 

security systems, servers, network tools, and different 

software applications are some methods of recording the 

operational behavior of the equipment or software. These 

logs are useful for obtaining useful data about system activity. 

Deep Learning (DL) has lately established the lead of 

performance in detecting intrusions, denial-of-service 

attacks, malware, hardware & software system failures. A 

research background is discussed about feature extraction, 

machine learning, and deep learning. It also discussed the 

challenges in log analysis such as unstructured data, 
instability, log burst, and availability of public datasets. 

Recurrent Neural Network (RNN) language standards 

reinforced with awareness to anomaly detection in system 

logs. The goal of the research is to make an overview of the 

current study on log anomaly detection utilizing Deep Neural 

Networks. The research is also providing a summary of log 

parsing algorithms, datasets utilized for log analysis, and 

different ideas offered for log anomaly recognition. However, 

there is comprehensive comparison of representative log-

based anomaly detectors that apply DL. 

Keywords: Log Anomaly, Feature Extraction, Deep 

Learning, Recurrent Neural Network, Log burst. 

I. INTRODUCTION  

Anomaly detecting abnormalities in system logs are 

becoming more important for big corporations due to the 

rising complexity of systems and applications. There are 

vulnerabilities and more bugs in the security mechanisms, 

which is which is manipulated to launch an attack by the 

attacker. Researchers are working to increase log data 

processing efficiency and to investigate the possibility of 

detecting risks in logs [1]. The traditional log anomaly 

detection method is no longer useful as attackers get more 
sophisticated. Data mining and machine learning have been 

the most often used techniques such as Support Vector 

Machine (SVM), Decision Tree (DT), and Principal 

Component Analysis (PCA) must be utilized for separating 

more key elements. Logs faithfully reflect the runtime status 

of a software system, which is important for the monitoring, 

administering, and troubleshooting of a system. Therefore, 

log-based anomaly detection has become a crucial tool to 

assure system dependability and service quality which seeks 

to identify anomalous activity in the system [2]. 

Large-scale incident management is highly reliant on 

anomaly detection, which attempts to discover unpredictable 

anomalous behavior in a system. Anomaly detection is 

assisted system developers (or operators) in swiftly 

identifying and correcting issues, reducing system downtime, 

and improving system performance. Systems are created logs 

regularly which is capture comprehensive runtime 

information during system operation. System anomaly 

detection is relying heavily on logs that are readily accessible. 

Anomaly detection in traditional standalone systems is based 

on the developer's domain knowledge and the usage of  

keywords (e.g., "failure" or "exception") or regular 

expressions to locate irregularities. However, for large-scale 

systems, such anomaly detection is mostly based on human 
log review and is no longer adequate due to the following 

factors [3]. 

 System behavior is too complicated for a single 

developer to understand the parallel nature and large-

scale of current systems. Several open-source systems 

(such as Spark and Hadoop) are built through dozens 

or even hundreds of people. 

 It is estimated modern systems generate 50 gigabytes 

(120~200 million lines) of log data each hour. It is 

impossible to manually extract the most valuable data 

from the noise data for anomaly detection in such 

many logs with the usage of search and filter [4]. 

 Many fault-tolerance mechanisms are utilized in large-

scale systems. Systems are repeated the same work 

several times, or they are even deleting speculative 

tasks before they are performed. In such a setting, the 

conventional method of extracting suspicious log 

messages in these systems using keyword search 

becomes inefficient, resulting in many false positives. 

This will need a significant quantity of human 

inspection effort. 

Log-based anomaly detection has been intensively 
researched during the last few decades. These have utilized 

attention processes in conjunction with DL models to assign 

greater weight to a certain sequence of data. The absence of 

comprehensive analysis for research effort done on log 

datasets and DL algorithms utilized to the datasets used for 

log anomaly detection is stifling future development in this 

field. There are studies of the various investigated methods 

for log anomaly detection utilizing DL [5]. There are no test 

oracles to check that the underlying machine learning 

algorithms are successfully implemented, massive efforts are 

usually required to replicate the systems [6]. 
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II. RESEARCH BACKGROUND 

A. Feature Extraction 

This information is mined from the log context to get the 

vector features of a certain log's data. DL techniques in 
Natural Language Processing (NLP) utilize both word 

embedding and TF-IDF as input characteristics. Word2vec 

and TF-IDF are both utilized in this study to create dense 

vectors from the log's words for feature extraction [7]. 

1) TF-IDF: Term Frequency-Inverse Document 

Frequency (TF-IDF) is a popular feature extraction process. 

It is a method of determining the relative value of words 

within a body of work. This statistic shows how often a 

phrase occurs in the target document and throughout the 

corpus. The stronger a phrase's significance occurs in other 

texts and the more frequently to appears in the target material. 

The vectorizer class in the sci-kit-learn package is often used 
to compute the TF-IDF. In the process of sentiment analysis, 

raw data is transformed into vectors of real numbers. The 

certain formulas are as follows [8]: 

         𝑻𝑭 =
𝒕𝒉𝒆 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒕𝒊𝒎𝒆𝒔 𝒊𝒕 𝒂𝒑𝒑𝒆𝒂𝒓𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒇𝒊𝒍𝒆

𝒕𝒉𝒆 𝒕𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒘𝒐𝒓𝒅𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒇𝒊𝒍𝒆
                  (1) 

    𝑰𝑫𝑭 = 𝒍𝒐𝒈
𝒕𝒉𝒆 𝒕𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒊𝒏 𝒕𝒉𝒆 𝒄𝒐𝒓𝒑𝒖𝒔

𝒕𝒉𝒆 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕 𝒄𝒐𝒏𝒕𝒂𝒊𝒏𝒊𝒏𝒈 𝒕𝒉𝒆 𝒘𝒐𝒓𝒅 +𝟏
     (2) 

   𝑻𝑭 − 𝑰𝑫𝑭 = 𝑻𝑭 × 𝑰𝑫𝑭           (3) 

2) Word Embedding: Word embedding is used to 

vector of real values to map each word to a representation that 
is similar to other words with the same meaning to model and 

learn aspects of a language. Neural networks are utilized to 

learn about values. Word2vec (GloVe, or Gensim) is a 

popular word embedding system that includes models like 

Continuous Bag-Of-Words (CBOW) and skip-gram. There 

are two ideas based on the possibility of words being near to 

one other [9]. Word2vec is offered two new models for 

transforming a word embedding to another. CBOW forecasts 

are provided the center word based on nearby phrases using 

the window dimension. In the second model, skip-gram, a 

core word is utilized as a reference point to anticipate the 
surrounding words. Word embedding has the primary benefit 

of keeping nearby in vector space various words used in a 

similar context. The vector difference between males and 

women is equivalent to that of “king” and “queen”. A queen 

is formed by multiplying "king" by a woman, then subtracting 

a man to get a queen. Word embeddings have proven useful 

in a variety of NLP applications, including anomaly 

identification, sentiment analysis, and parsing [10]. 

B. Machine Learning 

Machine learning (ML) is the analysis of algorithm that 

can enhance mechanically across knowledge and with the 

usage of data. There are several machine learning algorithms 
such as support vector machine, decision tree and principal 

component analysis. 

1) Support Vector Machine (SVM): SVM has been 

offered as a revolutionary intrusion detection tool. An SVM 

is utilized a nonlinear mapping to turn a true-valued input 

feature vector into a higher-dimensional feature space. SVMs 

are based on the structural risk reduction concept. Structural 

risk minimization strives to identify a hypothesis (h) with the 

lowest chance of mistake, while standard pattern recognition 

learning approaches are based on empirical risk reduction, 
which attempts to maximize the performance of the learning 

set. SVMs learn a wider variety of patterns and scale better 

because the classification complexity does not depend on the 

size of the feature space. SVMs dynamically update the 

training patterns which a new pattern in categorization 

emerges [11]. 

2) Decision Tree (DT): The decision tree is constructed 

from the class tuples. There are internal nodes, branches, and 

leaf nodes in a decision tree's structure. There is an internal 

node that gives the property to evaluate the branch to indicate 

the result of the test, and the leaf node represents the class 

name. The primary objective is predicting the productivity of 
a continuous characteristic but, decision trees are less 

effective for task estimation. It is easy to make errors in 

anticipating the classes when utilizing a decision tree method. 

Pruning algorithms are expensive, and building decision trees 

are costly as the splitting of nodes at each level [12]. 

3) Principal Component Analysis (PCA): PCA is 

developed to decrease the dimensions of a dataset by linearly 

converting the original space into a new space with fewer 

dimensions while characterizing the data's variability as 

much as possible. The PCA plots along the covariance 

matrix's eigenvalues have the highest values to determine the 
direction of the greatest data variation indicated by the 

eigenvectors. Eigenvalues are also utilized to determine the 

intrinsic dimension of data. If the magnitude of the x 

eigenvalues is bigger than the magnitude of the other 

eigenvalues, the number x is regarded as the data's true 

dimension. A linear approach can only extract linear 

correlations between variables, and it often overestimates the 

underlying dimension for data with complicated relationships 

[13]. 

C. Deep Learning 

Deep Learning (DL) is subgroup of ML which is itself a 

subgroup of artificial intelligence (AI). There are various DL 
techniques such as long-short term memory, recurrent neural 

network, autoencoder, and bidirectional long-short term 

memory [14]. 

1) Long-Short Term Memory (LSTM): LSTM is an 

upgraded approach of classic RNN networks that tackles the 

problem of disappearing and bursting gradients by imposing 

a steady error flow. It is replaced by the memory block rather 

than the plain RNN unit in the LSTM algorithm. Input, 

output, forget, and a self-recurrent relationship along with a 

fixed weight of 1.0 are all included in a memory block. A 

memory cell is a location where values are stored and 
retrieved at various times. Long-term temporal territories are 

represented by estimating the current time step value using 

past information. Similarly, when a value becomes useless, 

the forget gate forgets or resets the previous data that exists 

in self-connection, and the output gate controls the output 

flow of a memory cell. In many Artificial Intelligence (AI) 

http://www.ijsrem.com/


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

         VOLUME: 06 ISSUE: 06 | JUNE - 2022                                           IMPACT FACTOR: 7.185                                  ISSN: 2582-3930                                                                                                                                               

 

© 2022, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 3 

applications, long-term temporal relationships are trained 

using LSTM [14]. 

2) Recurrent Neural Network (RNN): RNNs are used 

for time-series data modeling at the beginning of the 
experimentation. There is a cyclic loop added to the Feed-

Forward Network (FFN). The information is sent from one-

time step to the next in this cyclic cycle. RNNs are learned 

temporal patterns, and values at the current time-step are 

computed using prior and present states. RNNs have long 

excelled in machine translation, language modeling, and 

voice recognition to name a few long-standing AI positions 

[14]. 

3) Autoencoder: An autoencoder is a neural network 

technology that does not need supervision. It effectively 

compresses and encodes the information, encoded 

information, and recreates the productivity which is near to 
the initial effort. Autoencoders are utilized for feature 

extraction in an equivalent way to PCA. However, it is 

learned non-linear revolution using a non-linear stimulation 

role, which is useful for learning non-linear transformation 

[15]. 

4) Bi-LSTM: Bidirectional Long-Short Term Memory 

LSTM (Bi-LSTM) is an extension that separates a standard 

LSTM's buried layer of neurons into two opposed 

orientations, i.e., backward, and forward. Bi-LSTM has 

collected log sequence knowledge through both input sources 

[15]. 

III. CHALLENGES IN LOG ANALYSIS 

System logs are difficult to analyze to their unstructured 

nature because they include a huge quantity of duplicate 

information. It must convert logs into structured data before 

doing log analysis. Previously, log keywords are extracted 

and deleted redundant data. The diverse character of logs 

causes several processing issues [16]. 

A. Unstructured data 

Unstructured or semi-structured logs are the most 

common, and they vary depending on the operating system, 

software version, and Original Equipment Manufacturer 

(OEM) of the device. Log files are unstructured data and lack 
a defined formal structure or syntax. A significant problem is 

the centralized collecting and processing of all this data [41]. 

B. Instability 

It is recognized the existence of the log instability issue. 

Several factors have been cited, including the growth of 

logging statements via source code update and the handling 

of making noise in log data. There is no predefined collection 

of logs or numerous logs necessary for some given action, 

and there is no clear rule for how they should be generated 

[17]. 

C. Log burst 

The number of log data is growing at an exponential rate 

as devices become more safe software and sophisticated. All 

logs must be gathered centrally for storage, correlation, and 

later analysis to compound the difficulty of the big data 
problem. The log burst is generated as the creation process 

complicates log analysis and data extraction from raw log 

data even more [41]. 

D. Availability of public dataset 

The logs are unstructured much of the time, and their 

substances are insecure; so, they cannot be made public due 

to security issues. It is unlikely publicly available datasets 

will be made available for research purposes [41]. 

IV. LOG ANOMALY DATASETS 

A NetEngine40E series router from a firm is high-end 

network equipment. It is utilized log data generated by the 

router in the actual network for one month for the experiment. 
The total number of logs utilized is 18,727,517, with a dataset 

volume of 1.09 GB [18]. The Autoencoder output for the 

Openstack dataset had over 180,000 positive log messages 

and 180,000 negative log messages. Six thousand sixty-eight 

messages are utilized for training, one thousand one hundred 

sixty-seven messages for validation, and the remaining 

147,733 logs for testing [19]. 

As part of an OpenStack experiment (version Mitaka), a 

single control node, a single network node, and eight compute 

nodes are set up on CloudLab. Approximately 7% of the 

unusual collected of 1,335,318 log entries. A script is always 
running carried out automated activities such as 

creating/deleting/stopping and suspending/resuming Virtual 

Machines (VMs) [20]. Amazon EC2 log messages total 

11,175,629 messages and are stored in Hadoop Distributed 

File System (HDFS). Each block activity, including 

allocation, writing, replication, and deletion, is logged in 

HDFS using a unique block ID. Log operations are more 

naturally captured by session windows since each unique 

block ID can be utilized to break the logs into a collection of 

log sequences as specified. Following that, 575,061 event 

count vectors are extracted from these log sequences. Outliers 

were identified in a total of 16,838 samples [21]. 

In the Blue Gene/L (BGL) data, the BGL supercomputer 

system at Lawrence Livermore National Laboratory (LLNL) 

collected 4,747,963 log messages. There is no unique 

identifier for each task execution in BGL logs, unlike HDFS 

data. It is divided logs into log sequences using fixed or 

sliding windows before extracting the appropriate event 

count vectors. It is getting a different number of windows 

depending on the size of the windows. In the BGL data, 

348,460 log messages are classified as failures, and every log 

structure that contains any failure records is labeled as an 

anomaly [22]. Table 1 shows the summary of log anomaly 

datasets. 
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Table 1. Summary Of Log Anomaly Datasets 

S. No. Dataset Name Log Source No of Message Log Source 

Type 

References 

1. Router Logs NetEngine40E Router 18,727,517 Router [18] 

2. Openstack OpenStack Software 137,074 Distributed 

System 

[19] 

3. OpenStack CloudLab 1, 335, 318 Distributed 

System 

[20] 

4. HDFS Hadoop Distributed File 

System 

11,175,629 Distributed 

System 

[21] 

5. BGL Blue Gene/L 

supercomputer 

4,747,963 Supercomputer [22] 

V. REVIEW ON EXISTING METHODOLOGY 

This section goes through log processing, feature 

extraction, and anomaly detection in detail. It is providing a 

brief overview of log parsing and explores a few of the most 

popular log parsers in use today. Three feature extraction 

techniques are utilized to analyze log issues to produce 

feature vectors. It is developed picked six example anomaly 

detection techniques based on the feature vectors which 

utilize supervised methods and the other three utilize 

unsupervised approaches. Hadoop and SILK are utilized to 

put the planned approach for detecting anomalies to the test. 
It is examining a few real-world situations and draws some 

general conclusions about demonstrating the technique. 

Hadoop is an open-source version of Google's well-known 

Map-Reduce architecture and Distributed File System (DFS). 

This system can distribute large-scale, data-intensive, stage-

based parallel programmers [23]. 

Log Parsing: A text log message is considered in two 

ways: as a whole and in chunks. The fixed section text in 

messages remains constant, while the changeable parts 

include values that vary depending on the parameter. This is 

insight inspires the creation of an event concept and a log 
message template. Preprocessed structured data must be 

processed in line with the requirements of the machine 

learning or deep learning model. These methods are utilized 

to analyze textual data. There are ways to log parsing that are 

heuristic-centered (e.g., iPLoM [24], SLCT [25]) as well as 

clustering-centered (e.g., LKE [26], LogSig [27]). 

Cluster-based log parsers start by determining the 

distances between logs and then use clustering techniques to 

group the logs into various clusters. Finally, each cluster 

creates a template for an event. These are counted heuristic-

based strategies, the number of events of every phrase on 

every log position [28]. The next stage is to find and create 
phrases that are often used as candidates for the event. It is 

previously created and tested four log parsers. This work 

parses raw logs into log events using an open-source log 

parsing framework that it has made publicly accessible [29]. 

It is feasible to improve accuracy by adding domain 

information to log data, but the techniques are not general. 

Log parsers such as SPELL [30], FT-Tree [31], and Drain 

[32] are utilized by M Du et al. [33], Weibin Meng et al. [34], 

and Xu Zhang et al. [35] to generate log issue patterns and 

log structures. There are many alternatives based on the 

problem description. Depending on the model technique 

utilized statistical, deep learning, and machine learning are all 

feasible strategies for detecting abnormalities. The anomaly 

is decoded by looking at their semantics in addition to looking 

at the logs' chronological sequence. 

VI. LITERATURE SURVEY 

Chen, Zhuangbin, et al. [36] stated that the logs have 

long been seen as an essential resource for ensuring the 

dependability and continuation of many software systems to 

particularly large-scale distributed systems. These are 

meticulously captured runtime information to aid in system 

troubleshooting and behavior analysis. The number of logs 

generated by current software systems has surpassed all 

previous records. Standard human inspection methods and 

even conventional machine learning-based approaches have 

become impractical for log-based anomaly detection, which 
acts as a catalyst for the rapid development of deep learning-

based solutions. There is no comprehensive comparison of 

conventional log-based anomaly detectors that utilize neural 

networks. The re-implementation procedure is very time-

consuming, and prejudice to easily develop. The objective of 

this research is to provide a complete assessment and 

evaluation of five commonly used neural networks utilized 

by six cutting-edge methods to better comprehend the 

characteristics of different anomaly detectors. Several 

techniques are tested using around 16 million log messages 

and 0.4 million anomaly occurrences on the two publicly 

available datasets. It is anticipated that research will provide 
the groundwork for future academic and industrial research 

in this area. 

Li, Xiaoyun, et al. [37] studied that have been done on 

log-based anomaly detection, and it works effectively when 

http://www.ijsrem.com/


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

         VOLUME: 06 ISSUE: 06 | JUNE - 2022                                           IMPACT FACTOR: 7.185                                  ISSN: 2582-3930                                                                                                                                               

 

© 2022, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 5 

dealing with stable log data. Current efforts are falling short 

of addressing the following issues: log formats are always 

developing in actively created and maintained software 

systems. Latent causes are not detectable by standard 
monitoring techniques are based on performance issues. 

SwissLog, a deep learning-based anomaly detection method 

has been suggested to detect a broad spectrum of problems. 

SwissLog focuses on the log sequence order and logs time 

interval changes that occur to address these concerns. 

Furthermore, a unified attention based BiLSTM model is 

trained to detect anomalies utilizing the semantic embedding 

and temporal embedding approaches. SwissLog's capacity to 

manage a broad variety of mistakes and endure changes in 

log data has been shown via testing on real-world and 

synthetic datasets. 

Brown, Andy et al. [38] stated that DL has recently 
performed very well in computer systems maintenance 

chores such as identifying intrusions, denial-of-service 

attacks, hardware and software faults, and viruses. Model 

interpretability is critical for administrators and analysts to 

have trust in automated machine learning model analysis. DL 

techniques have been chastised for their lack of transparency 

as a black box oracle. It is conducted this work to "bridge the 

gap" among the spectacular achievements of DP patterns and 

the requirement for understandable model introspection. 

RNN language models have been upgraded for anomaly 

detection in system logs as a way of reaching this goal. Many 
approaches are utilized to logging sources or some computer 

system. It can do paradigm introspection and analysis devoid 

of surrendering innovative performance by including 

attention variations into RNN language models. These are 

verifying the model's performance and emphasize 

interpretability. An intrusion detection assignment is utilizing 

the Los Alamos National Laboratory (LANL) cyber safety 

dataset with the model describing a region under the receiver 

operator typical curve of up to 0.99. 

Du, Min, et al. [39] studied that the identification of 

anomalies is a crucial step in creating a safe and reliable 

system. For the most part, system logs are used for 
troubleshooting system errors and root cause analysis by 

recording system states and noteworthy occurrences at 

different crucial moments. Almost all computer systems have 

access to this kind of log data. The different system logs are 

a fantastic source of information for online monitoring and 
anomaly detection since log data is a significant and useful 

resource for understanding system-level and implementation 

concerns. DeepLog can detect anomalies in log patterns when 

they diverge from the model based on log data during regular 

operation and learn new log patterns from the log data 

automatically. It is illustrating how the DeepLog model is 

modified live in an iterative, incremental method to make it 

more flexible and sensitive to changing log patterns. 

DeepLog is identified uses the underlying system log to 

develop processes, enabling users to analyze anomalies. 

Large log data sets indicated that DeepLog outperforms 

competing log-based anomaly detection systems created on 

conventional data mining processes. 

He, Shilin, et al. [40] stated that modern large-scale 

distributed systems need a high level of anomaly detection. It 

is common to practice examining logs to spot anomalies in 

system performance. Manual log inspection by developers 

(or operators) exploitation keyword search and rule matching 

has long been the norm. Manual inspection is no longer 

feasible due to the ever-increasing complexity and scope of 

contemporary systems. Many automated log analysis 

approaches have been presented to minimize the amount of 

time it takes to identify anomalies. In the absence of research 
and comparison of multiple anomaly detection methods, 

developers are unclear which one to choose. Anomaly 

detection techniques, on the other hand, need a large amount 

of time and effort. A comprehensive examination and 

assessment of six cutting-edge log-based anomaly detection 

systems are offered, including three supervised and three 

unsupervised approaches and an open-source toolkit for 

simple re-use. The evaluation findings and conclusions, to the 

best of knowledge, impact the application of these 

approaches and serve as a foundation for future progress. 

Table 2 shows the summary of related work.

Table 2. Summary of Related Work 

S. no Author’s Year Techniques Outcome 

1. Chen, Zhuangbin, et al. [36]  2021 Deep Learning It will provide the groundwork for future 
academic and industrial research in this 

area. 

2. Li, Xiaoyun, et al. [37] 2020 SwissLog SwissLog's capacity to manage a broad 

variety of mistakes and endure changes 

in log data has been shown via testing on 

real-world and synthetic datasets. 

3. Brown, Andy et al. [38]   2018 RNN An intrusion detection task using the 

LANL cyber safety dataset with the 

model reporting a region under the 

http://www.ijsrem.com/
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receiver operator typical curve of up to 

0.99. 

4. Du, Min, et al. [39] 2017 Deep Neural 

Network 

Large log data sets indicated that 

DeepLog outperforms competing log-

based anomaly detection systems 

created on conventional data mining 

processes. 

5. He, Shilin, et al. [40] 2016 Machine Learning It is evaluation findings and 

conclusions, to the best of knowledge, 

are impact the application of these 

approaches and serve as a foundation for 

future progress. 

VII. COMPARATIVE ANALYSIS 

This section of the paper contains the comparative 

analysis in which various data mining techniques are applied 

for Log anomaly detection using DL. It is the most popular 

algorithm for anomaly detection. There are used many 

datasets such as drain, BGL, SwissLog, HDFS, and 

OpenStack. SwissLog has highest 097% precision. Second, 

HDFS has 0.96% precision. Table 3 shows the Comparison 

based on Accuracy.  

Table 3 Comparison based on Accuracy 

Datasets Type Precision Recall F1-Score 

Drain [37] 0.95 0.96 0.96 

BGL [36] 0.93 0.98 0.96 

SwissLog [37] 0.97 1.00 0.99 

HDFS [36] 0.96 0.92 0.94 

OpenStack [42] 0.77 0.99 0.87 

 

VIII. CONCLUSION AND FUTURE SCOPE 

This study conducted that DL used for log evaluation is 

a fast-emerging discipline for extracting information from 

unstructured textual log data. It has covered numerous 

research methods in deep learning-based anomaly detection, 

as well as their application in a variety of fields. Logs are 

utilized to detect abnormalities in today's large-scale 

distributed systems. It is difficult to detect abnormalities 

solely on human log assessment because log volumes have 

expanded in recent years. Recent years have seen a rise in the 

use of automated log analysis and anomaly detection systems. 

There is no systematic study and comparison of existing 
approaches, developers are still unaware of the most up-to-

date methods for anomaly detection, and frequently have to 

re-design a new anomaly detection technique. Logs have 

been utilized extensively in the maintenance of software 

systems for a long time. Modern software systems' log-based 

anomaly detection approaches are being overwhelmed by 

statistics and classical machine learning algorithms due to 

their unparalleled volume.  

Many attempts have been made to construct DL-based 

anomaly detectors to explore more intelligent solutions. 
Therefore, site reliability engineers must have a thorough 

grasp of properly deploying DL techniques. Word2vec and 

TF-IDF, as well as LSTM deep learning algorithms, are 

integrated with NLP methods, such as Word2vec, to give an 

effective and accurate way for anomaly identification. It is 

expected that in the future, the deficiency of log analysis for 

research effort done on log datasets and DL algorithms 

utilized to the datasets utilized for log anomaly detection is 

stifling future development in this field. 
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