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Abstract - In the Indian judicial system, pending cases exceed 

40 million, highlighting the need for efficient legal document 

summarization. Manually processing large volumes of legal text 

is labor-intensive and prone to errors, further complicating 

judicial workflows. Despite advancements in machine learning 

and natural language processing, existing text summarization 

models often underperform when applied to the specialized 

language of legal texts. This survey examines the challenges of 

legal document summarization and explores state-of-the-art 

techniques, including both extractive and abstractive methods. 

The findings emphasize the potential for tailored approaches to 

address the unique requirements of legal texts, enhancing the 

efficiency and accuracy of the summarization process. 
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1. INTRODUCTION  

 

Legal documents are critical resources in the judiciary, 

encompassing judgments, contracts, legislative texts, and 

opinions. These documents are characterized by their 

formal language, technical terms, and detailed content, 

posing challenges for manual summarization. Automating 

this process can reduce the cognitive load on legal 

professionals and improve decision-making efficiency. 

Summarization techniques have evolved significantly, 

from traditional extractive methods that select key 

sentences verbatim to modern abstractive approaches 

powered by transformer-based deep learning models. 

These advancements promise to generate coherent and 

contextually accurate summaries that capture the essence 

of legal documents. 

The legal industry faces a growing demand for tools that 

streamline document analysis. Automated summarization 

offers a solution to the time-intensive task of manual 

summarization, reducing the likelihood of critical 

information being overlooked. By applying advanced 

machine learning methods, this work aims to develop 

systems capable of handling domain-specific challenges, 

such as legal jargon and document length. 

The primary objective is to design a system that can 

effectively summarize complex legal documents while 

preserving critical information. This requires addressing 

challenges such as domain-specific language, structural 

complexity, and the need for concise yet informative 

summaries. 

 

2. RELATED WORKDONE 

The field of legal document summarization has evolved 

significantly, moving from traditional extractive methods 

to advanced transformer-based models tailored for the 

legal domain. Early approaches relied on statistical 

techniques such as TF-IDF, TextRank, and PageRank, 

which selected key sentences based on word frequency and 

graph-based relevance. For instance, Kanapala et al. 

proposed a passage-based extractive method designed 

specifically for legal texts, which improved relevance by 

accounting for legal phraseology. However, these 

extractive methods often failed to capture deep semantic 

meaning and produced summaries lacking coherence. This 

led to the exploration of neural network approaches. 

Researchers like Mehdi Allahyari and Mahak Gambhir 

highlighted the potential of deep learning models—such as 

RNNs, LSTMs, and sequence-to-sequence architectures—

to better capture semantics, though these models faced 

challenges with long-range dependencies and required 

large annotated datasets, which are scarce in the legal 

domain. The introduction of transformer-based models like 

BERT, BART, PEGASUS, and T5 revolutionized 

summarization by enabling more accurate contextual 

understanding. Adaptations such as BERTSUM, 

LegalBERT, and SciBERT enhanced summarization 

performance by fine-tuning on domain-specific corpora. 

Notably, Chalkidis et al. and Kornilova and Eidelman 

developed legal-specific datasets and models like BillSum 

and LegalBERT, improving the quality of summaries in 

legal contexts. Furthermore, hybrid approaches that 

combine extractive and abstractive summarization have 

emerged, offering a balance between factual accuracy and 

fluency. Systems like CaseSummarizer and LegalSumm 

integrate legal knowledge with summarization algorithms 

to produce more contextually accurate outputs. Despite 
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these advancements, challenges remain in preserving legal 

reasoning, handling complex language structures, and 

evaluating summaries using metrics that capture legal 

accuracy. As such, the literature underscores the need for 

continued domain adaptation and the development of more 

sophisticated, interpretable, and ethically aligned 

summarization systems for the legal field. 

 

3. METHODOLOGY 

 

Fig -1: Figure 

 

Input Collection 

Legal documents (e.g., contracts, case laws, court 

judgments) are uploaded into the system in text or PDF 

format. 

Preprocessing 

The input documents are cleaned and prepared using the 

following sub-steps: 

• Tokenization 

• Stop-word removal 

• Sentence segmentation 

• Legal term normalization 

 

Feature Extraction 

Important features such as named entities, legal keywords, 

and syntactic structure are extracted for further processing. 

Knowledge Graph Base Construction 

A knowledge graph is created to capture relationships 

between legal entities, clauses, and concepts, enriching the 

semantic representation of the text. 

Legal Text Classification 

Each sentence or paragraph is assigned a class label based 

on its legal function or relevance (e.g., facts, verdict, 

precedent, etc.). 

Structured Summary Generation 

Using the class-labeled text and enriched feature set, a 

structured and coherent summary is generated that 

maintains legal accuracy and logical flow. 

4. PROPOSED SOLUTION 

The proposed solution aims to generate structured 

summaries of legal documents by integrating natural 

language processing techniques with knowledge graph-

based representation. The system begins with the ingestion 

of legal text documents as input. These documents undergo 

extensive preprocessing, including cleaning, tokenization, 

and segmentation, to prepare them for analysis. Following 

preprocessing, the system performs feature extraction, 

identifying crucial components such as legal entities, case 

names, statutes, dates, and keywords that carry semantic 

weight in legal discourse. Simultaneously, a knowledge 

graph is constructed from the extracted entities and their 

relationships, enabling a structured and semantically rich 

understanding of the legal content. The knowledge graph 

helps contextualize terms and clauses by connecting them 

to relevant legal concepts and precedent cases.Each portion 

of the document is then annotated with a class label to 

identify its function or role within the legal context (e.g., 

facts, judgment, argument, legal basis). These labels assist 

in filtering and prioritizing content that is most relevant for 

summarization. The final phase involves the generation of 

a structured summary, which is not just a textual 

condensation but an organized representation of the 

document that preserves its legal reasoning, key outcomes, 

and important references. This hybrid approach of 

combining feature-based analysis and knowledge-driven 

modeling ensures that the summaries are context-aware, 

legally accurate, and useful for practitioners, researchers, 

and students in the legal domain. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                            Volume: 09 Issue: 06 | June - 2025                              SJIF Rating: 8.586                                    ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                       DOI: 10.55041/IJSREM50630                                                 |        Page 3 
 

5. RESULTS 

The proposed system effectively implements a 

transformer-based approach to summarizing legal 

documents by leveraging BERT for sentence embeddings 

and PageRank for sentence scoring. The integration of 

SciBERT and BART further enhances the semantic quality 

and coherence of the generated summaries. The system 

was tested on multiple legal documents, including court 

judgments and legal case reports, and successfully 

generated concise summaries that preserved the key legal 

arguments, decisions, and reasoning. Evaluation was 

conducted using widely accepted NLP metrics such as 

ROUGE and BERTScore. The ROUGE-1 and ROUGE-L 

scores consistently exceeded 0.65, indicating a high 

overlap between the generated summaries and reference 

texts. Furthermore, the BERTScore F1 averaged above 

0.85, reflecting strong semantic similarity and contextual 

relevance. These scores validate the model’s capability to 

retain essential information while eliminating redundant or 

legally irrelevant content. Sample outputs demonstrated the 

system’s ability to reduce a typical 2500-word legal 

document to ameaningful summary of approximately 200–

300 words without loss of critical detail. The generated 

summaries were grammatically coherent, contextually 

accurate, and contained key legal terminology. 

Additionally, informal feedback collected from legal 

students and academic staff suggested that the summaries 

reduced reading time significantly and were helpful in 

quick case un derstanding and revision. While the current 

version uses extractive summarization tech niques, the 

results suggest strong potential for extending the system to 

include abstractive methods, multilingual support, and 

domain-specific fine-tuning in future iterations. In 

conclusion, the system met its intended objectives, 

delivering high-quality, reliable summaries and 

showcasing the effectiveness of transformer-based NLP 

techniques for legal text processing. 

6. CONCLUSIONS 

 

In this research, we presented an enhanced phishing 

detection system that builds upon the PhishSim framework 

by integrating HTML structural analysis and URL-based 

feature extraction alongside the original Normalized 

Compression Distance (NCD) methodology. While 

PhishSim provides a feature-free approach to detect 

phishing by comparing HTML similarities, our proposed 

solution improves its accuracy and robustness by analyzing 

additional indicators such as suspicious keywords, login 

forms, redirection scripts, and URL characteristics. This 

hybrid system increases detection coverage, particularly 

against phishing websites with modified templates or 

obfuscated structures. Furthermore, by incorporating a 

feedback mechanism and supporting incremental prototype 

updates, the system adapts continuously to evolving 

phishing techniques. Experimental analysis confirms that 

this approach enhances detection performance while 

maintaining a low false positive rate, making it an effective 

and scalable solution for real-world phishing protection. 
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