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Abstract – Emotion provides important details about 

human communication. During a conversation, it is 

customary to utilize facial expressions to express 

emotions. Furthermore, some interpersonal 
communication can be accomplished only through facial 

expressions. Some facial expressions are universal in that 

they convey the same feeling regardless of culture. If a 
machine could correctly perceive its user's facial 

expression, it might be able to assist them more quickly. 

This study creates a modular multi-channel deep 

convolutional neural network to improve face emotion 
recognition. A global average layer is used in the network 

output to avoid overfitting. The model's generalization 

ability can be improved by enhancing the dataset before 
training. Network offers a few advantages over other 

recognition algorithms. Finally, the trained recognition 

model is used to build a real-time face emotion 

recognition system. The results of the experiments will 
reveal that the system is capable of recognizing facial 
expressions in videos and photos. 
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1. INTRODUCTION 

Understanding and recognizing emotions is aided 

by facial expressions. Even the term "interface" implies 

the centrality of the face in two-way communication. 

Reading facial expressions has been demonstrated in 

studies to significantly influence the interpretation of 

what is being said and control the flow of conversation. 

For effective communication, a person's capacity to 

interpret their emotions is critical. It would be great for 

machines to be able to understand human emotions in 

order to create optimum human-machine interfaces (HCI) 

[6]. 

The goal of this study is to figure out how 

computers can accurately detect the emotions of their 

numerous sensors. This experience was used to create a 

facial image that might be used to read people's emotions. 

Humans have seven fundamental emotions. These basic 

emotions include neutral, angry, disgusted, afraid, 

pleased, sad, and startled, and they may be identified by 

a person's facial expression. The neutral, happy, sad, and 

surprised frontal facial emotions are used in this study to 

provide an effective technique to recognize these four 

emotions. The research presented in this article looks into 

facial expression recognition [8]. 

This study makes use of a Kaggle dataset 

containing 48x48-pixel grayscale photos of faces. This 

study is primarily focused on enhancing the accuracy of 

earlier models. Few emotions can be included in 

grayscale photographs of the face pixels of the forehead. 

The model provided in this study is more accurate and 

faster than earlier models. TensorFlow is a powerful deep 

learning module in Python that can be used to run deep 

learning Convolutional Neural Networks for digits 

(handwritten) classification, image pre-processing and 

recognition, sequential models for translation, natural 

language processing (NLP), and partial differential 

equation (PDE) based tasks [10]. 

 

2. LITRATURE SERVEY 

Several domains, such as machine learning, 

natural language, neurology, and others, contribute to the 

subject of emotion detection research. In prior research, 

they looked for universal indications of emotions in face 

expressions, voice traits, and textual data. Happiness, 

sadness, disgust, rage, fear, and surprise are some of the 

static categorizations for emotion. Later efforts improve 

the visual, sound, and textual data by merging them. The 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 06 Issue: 06 | June - 2022                        Impact Factor: 7.185                        ISSN: 2582-3930                                                                                                                                               

 

© 2022, IJSREM      | www.ijsrem.com                DOI: 10.55041/IJSREM14447                                          |        Page 2 

merging of this information yields the most accurate 

outcome. This fusion can be accomplished in three ways: 

early, late, or hybrid. Emotional aspects and cooperation 

between emotional processes and other intellectual 

procedures are featured in various philosophies. 

2.1. Facial Expression Recognition on Video Data with 

Various Face Poses Using Deep Learning 

(978-1-7281-1097-4/20/$31.00 ©2020 IEEE) 

Human facial expressions provide nonverbal 

communication that conveys emotional states; as a result, 

they play an important part in human social interactions. 

With the passage of time, facial expression analysis 

research has progressed to include automatic facial 

expression identification by computers. Facial expression 

recognition is important in human-computer interactions, 

human behavior monitoring, educational practices, 

psychological research, and social robots. The creation of 

human face expression identification was carried out in 

this study utilizing a deep learning method based on 

Convolutional Neural Networks (CNN) with 

TensorFlow. 

Humans are social creatures who can 

communicate verbally or nonverbally with other humans. 

Facial expression is a type of nonverbal communication 

in which the muscles of the face are used to convey 

emotional states in humans. It plays a crucial part in 

human social relationships. 

2.2. Facial Emotion Recognition Using Deep 

Convolutional Neural Network 

(978-1-7281-5197-7/20/$31.00 ©2020 IEEE) 

Artificial intelligence's rapid development has 

made a significant contribution to the technological 

world. Machine learning and deep learning algorithms 

have achieved considerable success in various 

applications such as classification systems, 

recommendation systems, pattern recognition, and so on, 

as classical algorithms have failed to match human needs 

in real time. Emotion is crucial in determining a person's 

thoughts, behavior, and feelings. Using the benefits of 

deep learning, an emotion recognition system can be 

constructed, and various applications such as feedback 

analysis, face unlocking, and so on may be executed with 

high accuracy. This study's main goal is to develop a 

Deep Convolutional Neural Network (DCNN) model that 

can classify five different human face expressions. The 

manually gathered image dataset is used to train, test, and 

validate the model. 

3. PROPOSED WORK ON FACIAL 

EXPRESSION RECOGNITION MODEL 

 

Figure 3.1: Types of Facial Expressions 

The appearance feature extraction approach 

extracts the features of the overall face criteria, while the 

geometric feature extraction method extracts geometric 

components of the facial structure and motion of the 

facial muscles. The construction of patches surrounding 

the principally altering facial muscles when emotions are 

expressed, and the application of this information to the 

appearance-based feature extraction technique, have 

recently increased to contribute to the development of 

various deep learning algorithms [1]. 

 

Figure 3.2: Workflow of the FER Model 

http://www.ijsrem.com/
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Figure 3.2 illustrates this concept. The sum of all 

pixel values at the time of face detection is used to 

calculate the threshold value. It appears that the threshold 

value has been surpassed if the sum of the pixel values 

does not match the sum of pixel values in the FER-2013 

data sheet. When the threshold value is exceeded, the 

algorithm repeats the detection procedure [5]. 

Pre-processing is useful for partitioning the 

dataset into training and testing data with the same 

number of photographs for each expression class so that 

the model is not biased towards one of the expression 

classes. This stage also equalizes the image size of each 

dataset to a preset size, ensuring a smooth training 

process [3]. 

 

4. PROBABLE IMPLIMENTATION 

In the experiment, the facial expression dataset is 

FER-2013. In total, 35,887 pictures are included in the 

FER-2013 collection. There are three sections to the 

dataset: a training set (28,709 images), a test set (3,589 

images), and a verification set (3,589 pictures). Each 

image is a grayscale image with a resolution of 48*48 

pixels. Anger, disgust, fear, happiness, sorrow, surprise, 

and neutrality are the seven categories that make up the 

data collection. The dataset is difficult to recognize since 

it contains noise (all black photographs, cartoon pictures, 

non-expression images, and non-expression pictures). 

The FER-2013 dataset has a 65 percent eye recognition 

accuracy rating. A representative sample from the FER-

2013 dataset. Table 4.1 shows the information and 

specification of the Dataset FER-2013 [4]. 

 

Table 4.1: Information about Dataset 

Static FER methods rely on static facial traits, but 

facial expressions are inherently dynamic. Saptio-

temporal characteristics are used to capture the dynamics 

of face expressions. In, a new spatiotemporal feature 

representation learning for the FER system was proposed, 

which can endure expression intensity changes. They 

used typical expression states (such as onset, peak, and 

offset expressions) to specify facial sequences regardless 

of expression strength in this research. RGB photos are 

being replaced with depth images since they expose a 

person identify, which causes privacy issues. The top 

directional strengths with respect to the signs are 

considered using Modified Local Directional Patterns 

(MLDP). Depth photographs also eliminate the problem 

of pixel intensities [3]. 

 

Figure 4.2: The Structure of CNN 

Figure 4.2 Shows that the CNN and Special 

coefficients called action units (AU) were proposed for 

seven face expressions that were used as characteristics. 

To distinguish facial expression, a TensorFlow is 

developed. The extracted areas of facial expression traits 

are chosen as regions of interest (ROI) (mouth, eyes, and 

brows). Auto encoder, which can recover data and modify 

its representation to improve learning efficiency. Sparsity 

is used in the auto encoder to assist reduce computational 

complexity. To address the issues of multi-pose facial 

emotion detection, a pose-based Hierarchical Bayesian 

theme model is developed (FER). An intermediate face 

representation is learned using local appearance features 

and geometry information before an expression is 

recognized [9]. 

Emotion detection systems have two drawbacks: 

translation of facial images might degrade recognition 

performance, and there are no robust classifiers. To 

remedy this, features are extracted using stationary 

wavelet entropy. Face expression recognition employs 

the local directional ternary pattern (LDTP) as a face 

descriptor. LDTP uses ternary patterns and directional 

information to encode information about emotion-related 

characteristics (eyes, eyebrows, upper-nose, and mouth) 

[11]. 
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5. CONCLUSION 

TensorFlow is utilized to train the model for 

facial expression recognition in this paper. The FER2013 

Dataset is subjected to the Convolutional Neural Network 

(CNN) Machine Learning technique. The TensorFlow 

technique works well for classifying real-life data movies 

with a variety of face postures, lighting, and backgrounds. 

Suggestions for future work are the subject of the dataset, 

which must include explicit face expressions that can be 

differentiated from one another. 
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