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Abstract - Image caption generation is a vital research area 

in the fields of computer vision and natural language 

processing. Over the years, various approaches have been 

utilized to generate captions for images by utilizing deep 

learning techniques, computer vision models, and NLP 

algorithms. However, evaluating the quality of the captions 

generated and integrating external knowledge into the process 

still pose a challenge. In this survey paper, we present a 

comprehensive review of the different approaches used for 

generating image captions and assess their performance. We 

also discuss the applications of image caption generation and 

the current challenges associated with the process. Moreover, 

we provide valuable insights into potential future research 

directions in this area. Our survey paper's objective is to 

furnish researchers and practitioners with a comprehensive 

understanding of cutting-edge image caption generation 

techniques and prospective research opportunities. 

Keywords: CNN, RNN, LSTM, Image, Caption, Deep 

Learning 

 

1. Introduction 

The process of creating an accurate and comprehensive verbal 

depiction of the content contained within an image, which is 

commonly referred to as a caption, is referred to as image 

caption generation. The generation of image captions is a 

significant research area, which combines computer vision 

and natural language processing subfields. There have been 

several advancements in deep learning techniques, computer 

vision models, and natural language processing algorithms, 

which have resulted in various applications in different fields 

such as multimedia content understanding, image and video 

recognition, and human-computer interaction. However, 

incorporating external knowledge into the captioning process, 

as well as evaluating the quality of the generated captions, still 

poses a significant challenge to researchers, who continue to 

work on enhancing the accuracy, relevance, and diversity of 

the image captioning models. 

 

Several alternate techniques have been proposed for 

addressing image description issues, such as the query 

expansion technique introduced by Yagcioglu et al. [1], which 

involves retrieving analogous images from an extensive 

dataset and utilizing the distribution explained in conjunction 

with the retrieved images. This expression is utilized to 

develop an expanded query, followed by reordering the 

candidate descriptions by approximating the cosine amid the 

distributed representation and the extended query vector. 

Lastly, the nearest description is a depiction of the input 

image. In summary, the approaches are inventive and possess 

distinct attributes, but all share a common disadvantage of not 

making intuitive feature observations on objects or actions in 

the image, nor do they offer an end-to-end comprehensive 

universal model to overcome this predicament. The 

effectiveness and popularity of neural networks have resulted 

in breakthroughs in the field of image description, offering 

new prospects with the onset of the big data era and 

emergence of deep learning techniques. 

 

2. Extracting features of an image   

In the realm of image caption models, there exist two primary 

categories: Firstly, a technique that employs a statistical 

probability language model for generating handcrafted 

features; and secondly, a neural network model founded on an 

encoder-decoder language model to extract deeper features. 

 

2.1 Handcraft Features with Statistical Language Model 

The Midge system utilizes a technique of maximum 

likelihood estimation to acquire the language model and 

visual detector directly from the image description dataset. 

This approach, depicted in Figure 1, was initially studied by 

Fang et al. [2], where in the picture is first examined and the 

object is identified to generate a caption. To identify words, a 

convolutional neural network (CNN) is employed on the 

image region [3], and the details are merged with MIL [4]. 

Then, the sentence structure is trained straight from the 

caption to decrease any prior assumptions about it. Ultimately, 

the system transforms the image caption generation into an 

optimization problem and recognizes the most probable 

sentence. 

 

 
Fig 1: AI visual detector in conjunction with a language 

model 

 

The steps to be taken to implement is: 

1. The algorithm identifies a group of words that could 

potentially be included in the image caption. The model 

employs a weak monitoring approach in multi-instance 

learning (MIL) to detect relevant vocabulary based on the 

content of the corresponding image, thereby facilitating 

iterative detector training. 
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2. When implementing a fully convolutional network on an 

image, a spatial response map is produced, whereby each 

position represents a response obtained from executing the 

CNN on various regions of the image via shifting. This 

procedure facilitates the ability to detect feasible objects 

present within the image. By up sampling the image, a 

response map is generated for the conclusive fully 

connected layer, prompting the use of the noisy-OR 

version of the Multiple Instance Learning (MIL) 

technique. This application to each image's response map 

culminates in the computation of probabilities for each 

corresponding word. 

3. The caption generation process involves searching for the 

most probable sentence while considering the visually 

identified set of words. At the core of this process lies the 

language model, which defines the probability distribution 

for a sequence of words. Such information can facilitate 

the identification of incorrect words and the encoding of 

common-sense knowledge. 

4. Numerous techniques may be utilized for image caption 

generation, including attribute detectors and language 

models. In their work, Devlin et al. [5] employed a 

combination of CNN and k-NN methods along with a 

maximum entropy model and RNN to generate 

descriptions for images. Kenneth Tran [6] proposed a 

similar system that utilizes a CNN as a visual model 

capable of detecting various visual concepts, landmarks, 

celebrities, and entities. The visual features are then 

integrated into a language model, and the resulting vectors 

are utilized as input to a multichannel depth-similar model 

for generating descriptions. 

 

2.2 Deep Learning Features with Neural Network 

The Recurrent Neural Network (RNN) [7] has attracted 

significant interest within the realm of deep learning due to its 

promising results in natural language processing, particularly 

in language modelling [8]. RNNs are also utilized for speech-

to-text and text-to-speech conversion [9-10], machine 

translation, and question and answer sessions. As powerful 

language models at both character and word levels, RNNs 

have also gained popularity in computer vision. The widely 

used encoder-decoder model for image description generation 

employs RNN through an encoder, which is a Convolutional 

Neural Network (CNN) that extracts image features from the 

last layer's convolutional features, and a decoder, which 

generates image descriptions using RNN. However, training 

RNNs can be challenging [11], as it is subject to the general 

gradient descent problem. While regularization may mitigate 

this issue [12], RNNs have a limitation they can only 

remember the previous unit's content for a limited time, which 

can be addressed by utilizing LSTM. With long-term memory 

and a solution to the gradient vanishing problem, LSTM has 

shown promising results in handling video-related contexts in 

recent years [13].  

 
 Fig 2: Model based on encoder-decoder. 

 

3. Attention Mechanism 

The attention mechanism is a pivotal element of image 

caption generators. By utilizing this mechanism, the model is 

able to concentrate on the most relevant components of the 

image, resulting in an accurate and detailed caption. The 

mechanism operates by assigning a weight to each part of the 

image, based on its relevance to the captions content. 

Throughout the captioning process, the model repeatedly 

selects and combines various parts of the image, along with 

their corresponding weights, to construct a more 

comprehensive and accurate representation of the image that 

is subsequently employed to generate the final caption.  

 

This methodology facilitates the production of captions that 

are not only detailed and informative, but also aligned with 

the human intuition regarding effective image descriptions. 

The attention mechanism constitutes a noteworthy 

advancement in image captioning, which has measurably 

enhanced the precision and quality of the resultant captions. 

Therefore, it has expanded the scope of applications where 

such automated image labelling and tools for visually 

impaired individuals can be employed. 

 

The attention mechanism employed in neural network models 

enables the selective concentration on a subset of inputs or 

features whilst disregarding others. This mechanism ensures 

the specific targeting of inputs or features and comprises two 

integral components: firstly, identifying the section of the 

input necessitating attention, and secondly, allocating the 

limited information processing resources to the critical 

components. Categorically, attention mechanisms can be 

classified into the following groups: 

 

Soft Attention [36] is typically utilized in machine translation, 

where it calculates the weighted sum of an entire region of an 

image. By computing a weighted attention vector, a 

deterministic model can be established. The parameterization 

of soft attention allows for its embedding and modelling, 

thereby enabling its direct training. Gradient can be passed 

back through the attention mechanism module to other parts 

of the model. 

 

Hard Attention [36]. Rather than calculating a weighted sum 

of all regions like soft attention, hard attention concentrates on 

one specific spot by randomly choosing a distinctive location. 

This approach of probabilistically sampling the hidden state of 

the input, instead of the entire encoder's hidden state, 

http://www.ijsrem.com/
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mandates Monte Carlo sampling to approximate the module's 

gradient for backpropagation. However, one disadvantage of 

hard attention lies in the method of selecting information 

based on maximum or random sampling, resulting in an 

inability to achieve a functional relationship between the final 

loss function and the attention distribution, thus hindering the 

use of backpropagation algorithm for training. 

 

Multi Head Attention. The fundamental concept of global 

attention [36] is to incorporate the hidden layer state of all 

encoders in the computation. To derive the attention weight 

distribution, the current hidden layer state of the decoder is 

compared with each hidden layer state of the encoder. During 

the decoding process, like soft attention, the attention weight 

for each word in the encoding must be calculated at each time 

step, and subsequently, weighted by the context vector.  

 
Fig 3: Multihead attention. 

 

Global Attention. The primary concept of global attention [36] 

involves consideration of the hidden layer state of all 

encoders. By comparing the present decoder hidden layer state 

to each encoder hidden layer state, it obtains the attention 

weight distribution. This approach is like soft attention, where 

the attention weight of each word in the encoding must be 

calculated at each time step during decoding, followed by 

context vector weighting. The overall flow of this process is 

illustrated in Figure 4. However, as the computation of each 

decoder state requires consideration of all encoder inputs, the 

amount of calculation involved is relatively high. 

 

Local attention [36]. initially identifies the alignment position 

and subsequently computes the attention weight in the left and 

right windows where the position exists, followed by context 

vector weighting. This methodology represents a compromise 

between soft and hard attention mechanisms. The primary 

benefit of local attention is that it reduces the cost involved in 

computing attention. During calculation, local attention need 

not consider all words on the source language side; instead, it 

predicts the alignment position of the source-language end for 

the current decoding through a prediction function and 

navigates through the context window, considering solely the 

words within the window. 

 

 
Fig 4: (a) Global attention model and (b) local attention 

model 

 

Adaptive Attention. In image captioning and visual question 

answering, most attention models [36] adopt a strategy 

whereby the image is focused on at each time step, no matter 

which word is generated next. However, not all words 

correspond to visual signals. The adaptive attention 

mechanism and the visual sentinel address this problem by 

determining when and where to incorporate attention 

mechanisms to extract relevant information for each 

sequential word. As illustrated in Figure 5, the context vector 

represents the residual visual information of the LSTM hidden 

state, reducing uncertainty and supplementing information for 

the accurate prediction of the next word in the present hidden 

state. 

 

 
 Fig 5: Adaptive attention 

 

Spatial and Channel-Wise Attention. Spatial and channel 

attention is a process that selects semantic attributes based on 

the requirements of sentence context, as depicted in Figure 6. 

This technique utilizes attention mechanisms to overcome 

limitations associated with the decoding stage. The attention 

mechanism is applied on extracted semantics from the 

encoding process to prevent the overfitting problem typically 

associated with using the last layer. Attention is applied in 

multiple layers, as the feature map depends on its underlying 

feature extraction, thus obtaining visual attention in diverse 

semantic abstractions. 

 
Fig 6: SCA-CNN model.  

 

This chapter provides an analysis of various algorithm models 

for attention mechanisms. Table 1 presents a summary of 

attention mechanism applications in image description and 

outlines the feedback on different attention mechanisms and 

their modelling approaches. This feature enables readers to 

http://www.ijsrem.com/
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select an appropriate model for future research conveniently. 

The use of attention mechanisms results in an improved model 

effect. 

 

Table 1: Comparison of attention mechanism modelling 

methods.  

Attention 

name 

Method Comment 

Soft 

attention 

Gives a probability according to the context 

vector for any word in the input sentence 

when. 

seeking attention probability distribution  

Parameterization Derivative 

enable Definitely 

Hard 

attention 

Focus only on a randomly chosen location 

using Monte Carlo sampling to estimate the 

gradient 

Randomly On the base of 

probability Simple 

Multihead 

attention 

Linearly projecting multiple pieces of 

information selected from the input in 

parallel using multiple keys, values, and 

queries 

Linear projection Parallel 

Focus on information from 

different representation 

subspaces in different 

locations Multiple attention 

head 

Global 

attention 

Considering the hidden layer state of all 

encoders, the weight distribution of 

attention is obtained by comparing the 

current decoder hidden layer state with the 

state of each encoder hidden layer 

Comprehensive Time-

consuming Large amount of 

calculation 

Local 

attention 

First find a location for it, then calculate the 

attention weight in the left and right 

windows of its location, and finally weight 

the context vector 

Reduce the cost of calculations 

Adaptive 

attention 

Define a new adaptive context vector which 

is modelled as a mixture of the spatially 

attended image features and the visual 

sentinel vector. 0is trades off how much 

new information the network is considering 

from the image with what it already knows 

in the decoder memory 

Solve when and where to add 

attention to extract meaningful 

information for sequence 

words 

Spatial and 

channel-wise 

attention 

Select semantic attributes based on the 

needs of the sentence context 

Multiple semantics to 

overcome the problem of over 

range when using the general 

attention 

4. Dataset and Evaluation 

This section thoroughly examines commonly utilized datasets 

and metrics in current studies of image captioning, which 

have been implemented with varying approaches. However, 

due to the relatively restricted scope of available datasets for 

this task in contrast to object detection, and the inherent 

limitations of the evaluation metrics employed, further efforts 

must be made to expand the datasets and attain more precise 

evaluation metrics. It is vital to prioritize the development of 

more extensive and accurate datasets and metrics as the 

importance of image captioning in the industry continues to 

escalate, facilitating the progress and advancement of this 

task. 

 

4.1 Datasets 

There are several datasets accessible for creating image 

caption generators, including frequently used sets like 

MSCOCO, Flickr30k, Flickr 8k, AIC and Visual Genome. 

These sets comprise vast groups of images accompanied by 

corresponding captions and are extensively utilized in 

research in this domain. Nevertheless, it is crucial to 

thoughtfully analyze the distinct features and stipulations of 

each dataset before picking one for a specific project. 

MSCOCO Captions dataset [14], which was created by the 

Microsoft Team and focuses on understanding scenes, 

captures images from intricate daily scenes, enabling multiple 

tasks such as image recognition, segmentation, and 

description.To produce descriptive captions for every image, 

the dataset utilizes Amazon's "Mechanical Turk" service, 

wherein a minimum of five sentences are generated for each 

image, resulting in a total of over 1.5 million captions. The 

dataset comprises of 82,783 images in the training set, 40,504 

images in the validation set, and 40,775 images in the test set. 

Its 2014 version possesses roughly 20G images and around 

500M in annotation files that correlate to an image and its 

descriptions.   

 

Flickr30k dataset [15] is a collection of images used for 

captioning tasks. With approximately 30,000 images, it is one 

of the largest datasets available for this purpose. A unique 

characteristic of this dataset is that it includes five captions for 

each image, resulting in a total of about 150,000 captions. 

This enables the creation and training of captioning models 

with a wide range of approaches, such as text-based retrieval 

and generation-based methods. The Flickr30k dataset has 

become a standard benchmark for image captioning research 

due to its large size and its usefulness for evaluating the 

performance of captioning models. 

 

Flickr 8k dataset [16]. is a collection of images intended for 

use in image captioning research. The dataset comprises 

approximately 8,000 images, each with five captions that 

describe different aspects of the image. The captions were 

written by human annotators and are concise, informative, and 

descriptive. The Flickr 8k dataset has become a popular 

benchmark for evaluating the accuracy and effectiveness of 

computer vision and natural language processing models that 

generate captions for images. Due to its relatively modest size 

compared to other similar datasets, it is often used as a 

starting point for new research in this field. 

 

PASCAL 1K [17] is a segment of the renowned PASCAL 

VOC Challenge image dataset that offers a standardized 

image annotation dataset and assessment mechanism. The 

PASCAL VOC photo collection consists of 20 categories, and 

for its 20 categories, 50 images were randomly selected for a 

total of 1,000 images. Then, Amazon’s Turkish robot service 

is used to manually mark up five descriptions for each image. 

The dataset image quality is good, and the label is complete, 

which is very suitable for testing algorithm performance. 

 

AIC. A Chinese Image Description dataset is a collection of 

images and matching textual descriptions in Chinese that is 

designed to support research in the field of image captioning. 

The dataset comprises over 210,000 images, each with five 

different human-written descriptions in Chinese. The images 

are diverse, covering a wide range of subjects, and were 

gathered from various sources, including social media 

platforms and online image databases. AIC Chinese Image 

Description dataset has allowed researchers to train and test 

machine learning models to generate accurate and informative 

image descriptions in Chinese. The dataset is a valuable 

resource for advancing research in natural language 

processing and computer vision. 

 

http://www.ijsrem.com/
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Visual Genome. Unlike the other dataset discussed which only 

had one caption for the entire image, this dataset [18] presents 

a separate caption for each image region. This dataset 

comprises seven parts: region descriptions, attributes, 

relationships, region graphs, scene graphs, and question-

answer pairs. The Visual Genome dataset contains more than 

108 thousand images, with each image having an average of 

35 objects, 26 attributes, and 21 pairwise relationships 

between objects. 

 

Table 2: Summary of the number of images in each dataset 

Dataset name Train Size Valid  Test 

MSCOCO 82783 40504 40775 

Flickr30k 28000 1000 1000 

Flickr8k 6000 1000 1000 

PASCAL 1K  — — 1000 

AIC 210000 30000 30000 

 

4.2 Evaluation Metrics for Image Captioning Methods 

The metrics presented can be categorized into two groups: text 

evaluation metrics and caption evaluation metrics. Text 

evaluation metrics are used to independently evaluate text 

generated by machines, primarily for assessing the quality of 

translations. Alternatively, caption evaluation metrics are 

employed to evaluate the quality of machine-generated 

captions and have been specifically developed for image 

captioning tasks. 

BLEU (Bilingual Evaluation Understudy) [19]. evaluates 

machine-generated text by comparing parts of the text to 

reference texts and giving each part a score, then taking the 

average of these scores. BLEU counts consistent n-grams in 

both texts, with "n" determining the grams compared. BLEU 

has advantages like being language-independent, simple, fast, 

and comparable to human judgment, but disadvantages like 

unreliable high scores for short texts and sometimes indicating 

low-quality text. 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) 

[20]. rates text summaries by comparing them to ideal human 

summaries with overlapping units like n-grams, word 

sequences, & pairs. Metrics: ROUGE-N (overlapping n-

grams), ROUGE-L (based on longest subsequence), ROUGE-

W (weighted longest subsequence), ROUGE-S (skip-bigram 

co-occurrence), & ROUGE-SU (skip-bigram and unigram co-

occurrence). 

METEOR (Metric for Evaluation of Translation with Explicit 

Ordering) [21]. compares word segments to reference texts via 

harmonic mean of unigram precision and weighted recall. Has 

features such as stemming and synonymy matching. Better 

correlation at sentence/segment level. 

CIDEr (Consensus-based Image Description Evaluation) [22]. 

Assessing the coherence of image annotations involves 

utilizing a TF-IDF weight computation for every n-gram 

present within sentences which are regarded as "documents". 

It utilizes cosine similarity to measure the likeness of 

machine-generated and reference descriptions, while also 

compensating for a drawback of BLEU by attributing greater 

importance to significant terms. A heightened score indicates 

superior performance. 

 

Table3: Scores of attention mechanisms based on the 

evaluations above. 

Ref Attention 

model 

BLEU-

4 

METEOR ROUGE-

L 

CIDEr 

[37] Soft 

attention 

24.3 23.9 __ __ 

[37] Hard 

attention 

25.0 23.0 51.6 86.5 

[38] Multihead 28.4 __ __ __ 

[39] Global/local 

attention 

25.9 __ __ __ 

[40] Adaptive 

Attention 

33.2 26.6 55.0 108.5 

[41] Spatial and 

channel-

wise 

31.1 25.4 53.0 94.3 

 

The outcomes of the attention mechanisms outlined in section 

3 are presented in Table 3. The data depicted in this table 

suggest that the effectiveness of diverse models differs 

depending on the evaluation criteria applied. However, if the 

attention model significantly improves performance, then its 

ranking is generally high across all evaluation metrics, despite 

some variations in specific evaluation measures. 

Xu et al. [24] present techniques for producing captions 

utilizing attention mechanisms, enhancing the NIC model [23] 

as the existing leading method. The proposed techniques 

entail two types of attention mechanisms, namely a "hard" 

attention mechanism and a "soft" attention mechanism. The 

triumphs in caption generation lately and the profitable 

implementation of attention mechanisms in domains like 

machine translation [25] and object recognition [26] have 

prompted this approach, where the models intend to 

concentrate on the salient segments of an image while writing 

captions. 

The primary methods for converting images to text are 

categorized as either top-down or bottom-up approaches. Top-

down methods begin with a general idea of the image and 

subsequently generate corresponding words, while bottom-up 

approaches create descriptive phrases for various features of 

the image before merging them. To reconcile these two 

methods, You et al. [27] have developed a novel algorithm 

utilizing a semantic attention model. This innovation involves 

learning to focus on semantic concept proposals and 

combining them into the hidden states and outputs of recurrent 

neural networks by means of selective attention. The selection 

and combination process establishes a feedback loop that 

enhances the connection between top-down and bottom-up 

computations. This method has demonstrated marginally 

http://www.ijsrem.com/
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better performance than both "hard" and "soft" attention 

mechanisms. 

Visual attention models traditionally emphasize spatial 

attention, but Chen et al. [28] have introduced a novel 

convolutional neural network known as SCA-CNN that 

combines spatial and channel-wise attentions within a single 

CNN. This advancement allows SCA-CNN to dynamically 

regulate the context for sentence generation across multilayer 

feature maps, capturing both the location and content of visual 

attention. Pedersoli and Lucas [27] propose an "Areas of 

Attention" technique which models the interdependencies 

between image regions, caption words, and the state of an 

RNN language model. By employing three pairwise 

interactions, this method establishes a direct association 

between caption words and image regions. The application of 

both these methods jointly has achieved previously 

unprecedented results on the MSCOCO dataset. 

Lu et al. [29] have presented an adaptive attention model 

which features a visual sentinel. The model assesses whether 

to give precedence to the image or visual sentinel, and 

accurately directs attention to retrieve noteworthy data to be 

utilized for generating sequential words. This methodology 

has exhibited superior performance, surpassing the previous 

state-of-the-art and setting a new benchmark. 

 

5. Challenges and the Future Directions 

While multiple proposed solutions and methods have been 

suggested to address image captioning, some challenges and 

open problems persist. The effectiveness of supervised 

methods relies heavily on the quality of the datasets. 

However, even with extensive datasets, they may fail to 

encompass the entirety of the real world, and supervised 

methods are confined to the objects that the detector is trained 

to differentiate. The supervised paradigm overly relies on the 

language priors, which can lead to the object-hallucination 

phenomenon as well [30]. 

The limitations of supervised methods have prompted 

researchers to explore unsupervised techniques. However, due 

to the disparate properties of image and text modalities, the 

encoders of image and sentence cannot be shared. Thus, in an 

unpaired setting, the critical challenge is the information 

misalignment gap between images and sentences, resulting in 

lower performance rankings for current unsupervised image 

captioning methods [31]. Scene graphs have emerged as a 

promising direction for research into image captioning, 

revealing many possibilities as discussed in previous sections, 

but their utilization also presents challenges. Constructing 

scene graphs is a complex task, and the interactions between 

objects extend beyond simple pairwise relations, making 

integration of scene graphs a tedious process [32]. 

Additionally, scene graph parsers are still less potent [33]. 

Studies examining the impact of scene graphs on caption 

quality indicate that pre-training of the scene graph generators 

with visually relevant relation data is crucial to their 

effectiveness [34]. 

VLP methods have been employed to address some of the 

deficiencies associated with supervised methods and object 

detector-based designs. However, while VLP approaches are 

well-suited for comprehension tasks, the generation of tasks 

such as image captioning requires additional capabilities. This 

gap has been the focus of numerous recent studies reviewed in 

this paper; nevertheless, the field requires more extensive 

inquiry and analysis. Additionally, detector-free designs are 

gaining in popularity. In these designs, the detector is replaced 

by a general visual encoder, which produces grid features for 

later cross-modal fusion during vision-language pre-training 

in an end-to-end manner[35]. Nonetheless, further 

investigation is necessary to develop a more robust detector-

free image captioning model. 

The use of image captioning to aid the visually impaired has 

limited research. Nonetheless, this method could enable a 

vision assistant suitable for daily use, alerting them to 

potential hazards and help them comprehend the environment. 

Unsupervised learning and unpaired settings may fill current 

gaps, along with the graph-based approach, which is growing 

in popularity. Using transformers combined with vision-

language pre-training may also become a standard practice. 

 

CONCLUSION 

This paper provides a comprehensive overview of recent 

image captioning methods and their features. We categorize 

the approaches and discuss common problems, datasets, 

evaluation metrics, and the challenges and future directions in 

image captioning. Despite the presented solutions, there are 

still significant challenges in achieving higher quality captions 

that match human-generated ones. Moreover, evaluating the 

models' performance remains problematic due to imperfect 

metrics and limited datasets. However, Vision-Language Pre-

Training (VLP) methods and Transformers show significant 

promise and are likely to be essential components of future 

image captioning models. 

Additionally, we need more research to develop visual 

assistants that are tailored to meet the unique needs of visually 

impaired individuals. To make these assistants truly helpful, 

they must have distinct features that set them apart from other 

image captioning applications. While advanced models 

resulting from research may not be the best fit for visual 

assistants, we still have the potential to create suitable 

captions for visually impaired individuals. These captions 

should highlight the most important elements of an image, and 

provide descriptions of other noticeable and finer details, such 

as object textures and relative positions. This means that 

captions designed for visually impaired individuals will 

necessarily be more detailed and elaborate than those 

produced through traditional methods and models. We can 

also modify the process of caption generation, so that users 

receive a brief, general caption at first, and can then ask for 

more detailed descriptions based on their own inquiries. Since 

there are now more visually impaired individuals than ever 

before, it's important to address these issues and find a 

solution that is effective and efficient. Valuable research in 

this area would focus on automatic image captioning with a 

specific emphasis on designing visual assistants that cater to 

the needs of visually impaired individuals in a friendly and 

welcoming way. 
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