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Abstract—Federated learning (FL) has emerged as an in- 

triguing model for collaborative machine learning that does not 
jeopardize data privacy. FL enables the building of robust models 
while keeping sensitive data localized by permitting distributed 
training across various devices or servers. This survey paper goes 
into the world of federated learning, taking an in-depth look 
at its fundamental concepts, frameworks, and applications. The 
paper begins with an overview of federated learning, detailing 
its key ideas and emphasizing its advantages over traditional 
centralized systems. It then digs into the vast universe of FL 
frameworks, evaluating their features and contrasting their 
advantages and disadvantages. The survey covers both open- 
source and proprietary frameworks, providing information about 
their applicability for diverse applications. 

Index Terms—Federated Learning, Decentralized Machine 
Learning, Privacy-preserving Machine Learning, Edge Comput- 
ing, Distributed Learning, Secure Aggregation 

 
I. INTRODUCTION 

Federated Learning is a groundbreaking   approach   in 

the field of machine learning that has gained considerable 

attention and significance in recent times. Unlike traditional 

centralized machine learning paradigms, allied literacy offers 

a decentralized and sequestration- conserving frame for model 

training. This innovative fashion enables multiple edge bias or 

data sources to collaboratively make a global model without 

the need to polarize sensitive data. In substance, it empowers 

associations and operations to influence the collaborative 

intelligence of distributed data sources, similar as mobile 

bias, Internet of effects( IoT) bias, and more, while securing 

individual sequestration and data security. 

 

Federated Learning (FL) has gained popularity for training 

machine learning models, but there’s no mature, dominant 

solution like PyTorch and TensorFlow for traditional machine 

learning. We provide standardized evaluations for existing 

open-source FL frameworks. This paper   addresses   two 

key questions: how to characterize FL frameworks and 

how to choose the best one for real-world applications. 

Their evaluation reveals significant qualitative differences 

 
among FL frameworks. Furthermore, training experiments on 

frameworks with various algorithm implementations indicate 

that the choice of model type has a more significant impact 

on performance than the algorithm or framework. Regarding 

system performance (training efficiency, communication 

efficiency, and memory usage), no single framework 

consistently outperforms the others, which is an interesting 

finding. Our measurement of system performance shows 

that, interestingly, when considering training efficiency, 

communication efficiency, and memory usage, there is no 

framework that consistently outperforms others. 

II. ALGORITHMS 

An aggregation algorithm in federated learning is a fun- 

damental technique that consolidates model updates from 

distributed clients. These algorithms are essential for the 

achievement of a global model while protecting data privacy, 

allowing for collaborative learning across distributed networks. 

Federated Averaging, also known as FedAvg, serves as a 

key algorithm in federated learning. Its purpose is to facilitate 

collective model training while ensuring the confidentiality 

of data. In the FedAvg approach, several distributed clients 

(like mobile devices or edge servers) autonomously train 

their individual ML models using their own private data sets. 

These local models are periodically aggregated on a central 

server by calculating their weighted average. After receiving 

the updated global model from the central server, the clients 

undergo the same process repeatedly. There are two options 

for assigning weights to the clients in the aggregation: 

uniform weights or weighted weights. These weights are used 

to address differences in data distribution or computational 

resources among the clients. The privacy of data is upheld 

in FedAvg, where the clients retain their raw data and solely 

exchange model updates. The algorithm has proven its utility 

in multiple fields, encompassing healthcare, finance, and edge 

computing. Notably, it excels in scenarios where data privacy 

and distributed model training are of utmost importance. 
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The FedProx (shortened to “FederatedProximal”) machine 

learning algorithm is designed to address the issues associated 

with the non-identical and identical distribution of data across 

decentralized clients within a federated learning environment. 

The FedProx algorithm expands on the traditional federated 

averaging algorithm (such as FedAvg) by introducing the prox- 

imal term. This term serves to stabilize model parameters and 

accelerate the learning process in federated environments, even 

when client data distributions are significantly different. The 

goal of FedProx is to balance global model aggregation with 

local model adaptation in federated environments where tradi- 

tional learning methods may not be sufficient. The algorithm 

has demonstrated promising results in terms of convergence 

and reduction of communication overhead within federated 

learning environments, making it an invaluable addition to the 

repertoire of privacy-protecting distributed machine learning 

techniques. 

III. LITERATURE SURVEY 

The results of UniFed demonstrate that the selection of a 

particular Open Source Federation Learning (FL) framework 

can have an impact on the performance of the model. How- 

ever, the different implementations of the same FL algorithm 

are comparable when it comes to training the same model 

type. The tree-based models are more effective in vertical 

environments, while the deep neural networks outperform the 

shallow ones. The shorter training times are attributed to 

either Flower or Flute, however Flower has a higher memory 

requirement than Flute. FedTree outperforms FATE as well 

as FedLearner in terms of performance, but none of the 

frameworks consistently outperform the others in all three 

dimensions. The authors caution that the selection of the model 

should be based on various scenarios and results from the tests 

conducted.[1] 

FL works by sending a global model to each device, which 

then trains the model on its own data. The devices then 

send back updates to the central server, which aggregates 

the updates and updates the global model. This process is 

repeated until the model is converged. FL has a number 

of advantages over traditional machine learning techniques. 

First, it is more privacy-preserving, as devices do not need 

to share their data with the central server. Second, it is more 

data-efficient, as FL can train models on decentralized data. 

Third, FL is more scalable, as it can be used to train models 

on large datasets distributed across many devices. FL is a 

promising new machine learning technique that can be used 

to train models on decentralized data without compromising 

privacy. It has a number of advantages over traditional machine 

learning techniques, and it has a wide range of applications in 

healthcare, NLP, computer vision, IoT, and FinTech.[2] 

In federated learning, multiple clients work together to 

solve machine learning challenges, coordinated by a central 

aggregator, and the training data is decentralized to ensure data 

privacy for each device. federated learning follows two main 

ideas: local computing, and model transmission. This reduces 

systematic privacy risks and costs associated with traditional 

centralized machine learning. The client’s original data is 

stored locally and can’t be exchanged or moved. In federated 

learning, devices use local data to train locally, upload the 

model for aggregation, and then send the model update to 

participants to meet the learning goal. In order to provide 

a comprehensive survey and facilitate future research, we 

systematically introduce existing works in federated learning 

from 5 perspectives: data partitioning; privacy mechanism; 

machine learning model; communication architecture; systems 

heterogeneity; current challenges; and future research direc- 

tions for federated learning. Finally, we summarize existing 

federated learning characteristics and analyze the practical 

application.[3] 

FL offers the potential to generate robust, accurate, secure, 

reliable and impartial models. By allowing multiple parties to 

collaborate without the need for data exchange or centralisa- 

tion, FL neatly addresses the challenges associated with the 

transmission of sensitive medical data. This may open up new 

research and business opportunities, as well as the potential to 

enhance patient care worldwide. However, FL already has a 

significant impact on nearly all stakeholders and the overall 

treatment cycle, from enhanced medical image analysis to 

provide clinicians with more effective diagnostic tools, to true 

precision medicine by aiding in the identification of similar 

patients, to the collaborative and expedited drug discovery that 

reduces costs and time to market for pharma companies.[4] 

The paper discusses the rising trend of wearable healthcare 

technology, such as smartphones and smart glasses, for mon- 

itoring daily activities and detecting cognitive diseases like 

Parkinson’s. It addresses the challenges of data isolation and 

lack of personalization in wearable healthcare. To tackle these 

issues, the paper introduces FedHealth, a federated transfer 

learning framework. FedHealth constructs an initial cloud 

model using public datasets, distributes it to users, and refines 

it using their data through transfer learning. This approach 

balances personalized models and data privacy. The experi- 

ments conducted on a smartphone dataset demonstrate the ef- 

fectiveness of FedHealth in auxiliary Parkinson’s disease diag- 

nosis, outperforming other methods. The framework leverages 

federated learning to create a more generalized cloud model 

on the server while enabling users to derive personalized 

models through transfer learning. FedHealth holds promise for 

advancing wearable healthcare and federated computing in the 

healthcare domain.[5] 

This paper introduces federated learning as an alternative 

to traditional server-based data collection and training in a 

commercial context. It demonstrates that the federated algo- 

rithm, leveraging client devices, can achieve superior pre- 

diction recall. The study uses a variation of LSTM called 

”Coupled Input and Forget Gate” (CIFG) to build language 

models, which efficiently manage information retention and 

improve mobile device performance. The FederatedAveraging 

algorithm combines client updates on the server to produce 

a global model. In experiments, the CIFG model trained 

through federated learning outperforms server-trained CIFG 

and baseline models for next-word prediction in a keyboard 
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application. The federated approach not only enhances model 

quality but also provides security and privacy benefits for 

users. This research highlights the potential of federated 

learning in improving language model performance while 

maintaining data privacy.[6] 

Federated learning is a technique where statistical mod- 

els are trained on devices or data centers located remotely, 

ensuring that the data remains localized. In the realm of 

standard federated learning, the primary challenge lies in 

acquiring knowledge from a solitary global statistical model 

that is trained using extensive data distributed across numerous 

remote devices, which could range from a mere tens to 

a staggering millions. The distributed optimization problem 

presents several core challenges, including expensive commu- 

nication, systems heterogeneity, statistical heterogeneity, and 

privacy concerns. One can enhance communication efficiency 

through the utilization of local updating methods, compression 

schemes, and decentralized learning techniques. By incorpo- 

rating model-compression techniques, it is possible to achieve 

both privacy advantages and reduced communication when 

utilizing differential privacy.[7] 

In the field of Federated Learning, the authors have pro- 

posed an architecture that enables on-demand client deploy- 

ment at the edge. In order to enable new devices to seamlessly 

and effectively join the learning process, the utilization of 

”Containerization technology” has been employed. The usage 

of ”Kubeadm” is being observed by them. This tool enables 

the creation of Kubernetes clusters in an efficient manner. The 

architecture is composed of three layers: the server/service 

provider layer, the orchestrators/mini server layer, and the 

user devices layer. The server is in charge of making spon- 

taneous decisions to determine which nodes should partici- 

pate in cluster formation. It is supported by the orchestra- 

tor and also handles the management of the global model. 

Additionally, the server maintains a secure connection with 

the underlying layers. The utilization of orchestrator nodes 

involves the establishment of Kubeadm clusters, overseeing 

device movements within their vicinity, handling container 

deployment, and incorporating fresh clients into the cluster. 

In order to eliminate the risk of a single point of failure and 

to enhance efficiency, the addition of an orchestrator layer 

becomes crucial, particularly in highly dynamic scenarios. The 

disparity of 10% between the centralized and FL model proves 

to be a reasonable concession in exchange for safeguarding the 

confidentiality of the data.[8] 

The Federated Learning (FL) framework is a distributed 

machine learning approach that generates a global model on 

a centralized aggregation server, taking into account local 

model parameters to address privacy concerns associated with 

the collection of training data. As the computational and 

communication capabilities of edge and Internet of Things 

(IoT) devices continue to increase, the use of FL for training 

machine learning models across heterogeneous devices is 

becoming a common practice. However, the traditional syn- 

chronous aggregation approach in the classical FL paradigm, 

especially in the heterogeneous device context, has limitations 

in terms of resource utilization as it necessitates waiting for 

slow devices to be aggregated in each training iteration. Addi- 

tionally, the heterogeneous nature of the data across devices, 

such as data heterogeneity, has had a negative impact on the 

global model’s accuracy. As a result, a variety of asynchronous 

FL approaches have been adopted across different application 

contexts to improve efficiency, performance and privacy, and 

to address these issues. This survey provides a comprehensive 

analysis and summary of existing AFL variations, using a 

new classification scheme to cover device heterogeneity, data 

heterogeneity, privacy and security, and applications. Addi- 

tionally, the survey reveals increasing challenges and presents 

potential research directions in an under-explored domain.[9] 

Training ML models which are fair across different demo- 

graphic groups is of critical significance due to the increased 

integration of ML in pivotal decision- making scripts similar as 

healthcare and reclamation. Federated literacy has been viewed 

as a promising result for collaboratively training machine 

literacy models among multiple parties while maintaining their 

original data sequestration. still, allied literacy also poses 

new challenges in mollifying the implicit bias against cer- 

tain populations(e.g., demographic groups), as this generally 

requires centralized access to the sensitive information(e.g., 

race, gender) of each datapoint. Motivated by the significance 

and challenges of group fairness in allied literacy, in this 

work, we propose FairFed, a new algorithm for fairness- 

apprehensive aggregation to enhance group fairness in allied 

literacy.  Our  proposed  approach  is  garçon-  side  and  agnostic 

to the usable original debiasing therefore allowing for flexible 

use of different original debiasing styles across guests. We 

estimate FairFed empirically versus common nascences for 

fair ML and allied literacy and demonstrate that it provides 

fairer models, particularly under largely miscellaneous data 

distributions across guests. We also demonstrate the benefits of 

FairFed in scripts involving naturally distributed real- life data 

collected from different geographical locales or departments 

within an association.[10] 

The paper ”A Performance Evaluation of Federated Learn- 

ing Algorithms” explores the conception of allied literacy, 

which involves training machine literacy models by adding 

up locally trained models from distributed guests. The paper 

focuses on bracket tasks using Artificial Neural Networks( 

ANNs) and evaluates three allied literacy algorithms Federated 

Averaging( FedAvg), Federated Stochastic Variance Reduced 

grade( FSVRG), and hutch. The evaluation compares their 

performance against a centralized literacy approach using the 

MNIST dataset. The results indicate that FedAvg achieves 

the loftiest delicacy among the allied algorithms, anyhow of 

how the data was partitioned. still, the centralized approach 

outperforms FedAvg when dealing withnon-i.i.d. data. The 

paper also addresses challenges related to data sequestration 

and communication in allied literacy, proposing results to 

minimize data transfer and cover sequestration.[11] 

Federated literacy is a machine literacy paradigm that 

emerges as a result to the sequestration- preservation demands 

in artificial intelligence. As machine literacy, allied literacy 
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is hovered by inimical attacks against the integrity of the 

literacy model and the sequestration of data via a distributed 

approach to attack original and global literacy. This weak point 

is aggravated by the attainability of data in allied literacy, 

which makes the protection against inimical attacks harder and 

evidences the need to furtherance the exploration on defence 

styles to make allied learning a real result for securing data 

sequestration. In this paper, we present an expansive review of 

the pitfalls of allied literacy, as well as as their corresponding 

countermeasures, attacks versus defences. This check provides 

a taxonomy of inimical attacks and a taxonomy of defence 

styles that depict a general picture of this vulnerability of 

allied literacy and how to overcome it. Likewise, we expound 

guidelines for opting the most acceptable defence system 

according to the order of the inimical attack. either, we carry 

out an expansive experimental study from which we draw 

farther conclusions about the geste of attacks and defences and 

the guidelines for opting the most acceptable defence system 

according to the order of the inimical attack. Eventually, we 

present our learned assignments and challenges.[12] 

This study explores the field of federated learning (FL) and 

the tools used to implement FL pipelines that can significantly 

accelerate research in this field. The study provides a com- 

prehensive overview of open source solutions and offers two 

rankings based on tool popularity and readiness. The main goal 

is to guide users, including non-experts, to adopt FL solutions, 

promote their use and accelerate research and development 

in the field. One of the main findings of the study is that 

the tools most commonly used in the community are not 

necessarily the most mature skills. By conducting multiple 

searches over nearly a year, the researchers gained valuable 

insight into the growth rates of these tools, allowing them to 

make clear recommendations to end users starting their FL 

research journey.[13] 

This research paper introduces Federated Learning (FL), a 

privacy-preserving machine learning approach used in various 

domains like finance, healthcare, and edge computing. Unlike 

traditional distributed machine learning, FL involves localized 

data training and collaborative model creation, ensuring indi- 

vidual data privacy. The paper outlines the common workflow 

of FL, involving local model updates, parameter aggregation, 

and model distribution, with researchers focusing on improv- 

ing specific steps for various scenarios. 

To address the inefficiencies in FL algorithm implemen- 

tations, the paper introduces FedLab, a highly customizable 

framework for FL simulations. FedLab offers flexibility, scal- 

ability, and standardized FL implementation schemes, sim- 

plifying the development of FL algorithms. It provides data 

partition tools, standard FL system templates, benchmarks, and 

open-source resources for continuous maintenance. 

In summary, the paper presents FedLab as a versatile 

framework for FL research, making it easier for researchers to 

work on specific components of FL algorithms and facilitating 

the standardization of FL simulations.[14] 

Federated Learning (FL) is a promising machine learning 

approach that enables multiple clients to train a shared model 

without sharing their data. However, FL can still be vulner- 

able to privacy attacks, where an adversary can infer private 

information from the uploaded model parameters. To address 

this challenge, this paper proposes a novel FL framework 

called Noisy Before Model Aggregation FL (NbAFL). NbAFL 

adds artificial noise to the model parameters at the client 

side before aggregation, which effectively prevents informa- 

tion leakage while still allowing the model to converge. 

The authors prove that NbAFL satisfies differential privacy 

(DP), a rigorous mathematical framework for ensuring pri- 

vacy in machine learning. They also develop a theoretical 

convergence bound for NbAFL, which reveals the tradeoff 

between convergence performance and privacy protection. To 

further improve convergence performance, the authors propose 

a K-client random scheduling strategy, where K clients are 

randomly selected from the overall set of clients to participate 

in each aggregation. They show that this strategy also retains 

the above three properties, and that there is an optimal K that 

achieves the best convergence performance at a fixed privacy 

level. Evaluations demonstrate that the authors’ theoretical 

results are consistent with simulations. This work facilitates 

the design of various privacy-preserving FL algorithms with 

different tradeoff requirements on convergence performance 

and privacy levels. Potential applications of NbAFL: NbAFL 

can be used in a variety of applications where FL is used to 

train models on sensitive data, such as: Healthcare: NbAFL 

can be used to train models on patient data without exposing 

the data to the server or to other clients. Finance: NbAFL can 

be used to train models on financial data without exposing the 

data to the server or to other clients. Government: NbAFL can 

be used to train models on government data without exposing 

the data to the server or to other clients. Overall, NbAFL 

is a promising new FL framework that can help to protect 

client privacy while still enabling the training of effective 

models.[15] 

 

METHODOLOGY 

Federated Learning involves a structured approach to de- 

sign, implement, and evaluate federated learning systems. Be- 

low is a comprehensive outline of the steps and considerations 

involved in such a methodology: 

1) Problem Formulation and Goal Definition: 

• Clearly define the problem that federated learning 

aims to solve. 

• Set specific goals and objectives for the federated 

learning project. 

2) Data Preprocessing: 

• Prepare and preprocess data at the client nodes to 

ensure consistency and compatibility. 

• Address data quality issues, anonymization, and 

data distribution disparities. 

3) Client Selection: 

• Determine the selection criteria for participating 

clients. 

http://www.ijsrem.com/
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• Consider factors such as device capabilities, data 

quality, and willingness to participate. 

4) Model Selection and Design: 

• Choose appropriate machine learning models for the 

federated learning task. 

• Design the global model architecture, considering 

privacy and communication constraints. 

5) Privacy Preservation: 

• Implement privacy-preserving techniques, such as 

secure aggregation, federated averaging, or encryp- 

tion, to protect sensitive data during model updates. 

6) Communication Protocol: 

• Define the communication protocol for exchanging 

model updates between the server and clients. 

• Optimize communication frequency and bandwidth 

usage. 

7) Model Initialization: 

• Initialize the global model and distribute it to client 

nodes. 

• Define a strategy for aggregating client updates. 

8) Training and Optimization: 

• Train the global model iteratively using client up- 

dates. 

• Monitor convergence, stability, and efficiency of the 

federated learning process. 

• Experiment with hyperparameter tuning and opti- 

mization strategies. 

9) Evaluation Metrics: 

• Select appropriate evaluation metrics to assess the 

performance of the global model. 

• Include metrics that measure model accuracy, fair- 

ness, and robustness. 

10) Validation and Testing: 

• Validate the federated learning system using valida- 

tion datasets. 

• Conduct testing for model robustness, scalability, 

and security. 

11) Performance Analysis: 

• Analyze the performance of federated learning with 

respect to the defined goals and objectives. 

• Continuously improve the system based on the 

analysis results. 

SYSTEM ARCHITECTURE 

CONCLUSION 

This research project involves conducting a survey of avail- 

able open-source solutions. The primary objective is to offer 

guidance to users, including those who may not be experts in 

the field, in the adoption of FL solutions. This guidance aims to 

encourage the use of FL tools, facilitate their utilization, and 

accelerate progress in research and development within this 

domain. An important observation made in this study is that 

the tools most commonly embraced by the community may 

 

 

 

 
 

Fig. 1. Federated Learning Architecture 

 
 

not necessarily represent the most mature options. By con- 

ducting research it provides valuable insights into the growth 

trajectories of these tools, enabling the provision of clear 

recommendations to users embarking on their FL research 

journey. 
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