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Abstract— Nowadays, maintaining customer loyalty and 
customer focus are the main challenges facing the retail industry. 
This raises the need to strengthen marketing strategies over time. 
This paper proposes a systematic approach to targeting customers 
and providing companies with maximum profits. An important 
starting point is to analyze the sales data obtained from the 
purchase history and determine the parameters with maximum 
correlation. Depending on the respective clusters, appropriate 
resources can be sent to profitable customers using machine 
learning algorithms like K-Means clustering, hierarchical 
clustering, DBSCAN clustering is used for customer segmentation 

used for providing appropriate recommendations to the 
customers. Following the successful clustering process, take the 
lead Organizations can make accurate decisions and organizations 
can delivers new products and services, and some can changes to 
current product services according to customer needs by properly 
identifying customers. 

         Keywords— Customer Segmentation, DBSCAN, 
Clustering, K-Means. 

 
I. INTRODUCTION 

Customer relationship management (CRM) is a strategy in 

market that enables the retail industry to learn about customers’ 

behaviors and needs that would help in developing strong 

relationships and customer loyalty. Advancements in 

technology have facilitated the above objective successfully in 

recent years as they help to solve business questions that   in 

the past were too time-consuming to pursue because of manual 

computation. Particularly through data mining and the 

extraction of hidden patterns of customer purchases from large 

databases, organizations can identify valuable customers, 

predict their future behaviors. This enables firms to make 

proactive and knowledge-driven decisions. 

Customer clustering and buyer targeting are the two in- 

telligent components of Customer Relationship Management 

[1]. In segmentation, deciding upon the optimum number of 

clusters and the variables used for clustering is an important 

step. As there could be a large number of variables that can be 

used to differentiate customers, optimum number of variables 

have to be determined that can form the most distinct clusters 

[2]. 

The clustering parameters can broadly be classified as 

geographic, demographic, psychographic and behavioral.  

  Geographic clustering will group customers belonging to the 

similar area together with an assumption that the needs of     

the same area people will be similar. 

  Psychographic clustering includes grouping on the basis of 

personality, lifestyle or the social class. However, this kind of 

personalized recommendations might affect the privacy of the 

customer. 

  Demographic segmentation groups the market based on gender, 

age, education, income, occupation, religion, and nationality. This 

may result in ignoring the fact that customers may not act on the 

basis of these parameters. 

Behavioral parameters include clustering on the basis of 

recency and frequency of purchases. Recency is how recent was 

the last purchase of customer and frequency is how often the 

purchase happens. Despite the simplicity of these param- eters, 

the clustering on this basis gives classes of customers which 

can be then handled differently leading to boost sales.  

   One of the most successful ways to target customers with 

marketing campaigns is through automated merchandising. This 

concept involves providing the customers with relevant and 

customer specific recommendations and this can be achieved 

through the use of recommender systems. Content based, 

Collaborative and Hybrid are three major types of recommender 

systems. 

LITERATURE REVIEW  

Clustering is a part of unsupervised learning. It has got various 

applications in numerous fields such as artificial in- telligence, 

bioinformatics, pattern recognition, segmentation and machine 

learning. The appropriate clustering algorithm needs to be decided on 

the basis of the scenarios based on   the accuracy and efficiency [5]. 

Recommender systems have been used in various applica- tions 

today. Due to the ever-increasing data, these recom- mender systems 

face three common problems - cold start, sparsity and 

overspecialization. 

  Cold start problem occurs in at least one of the situations: A new 

user has to be categorized or a new product has to be recommended. 
It becomes difficult for the recommender systems to suggest 

products to new users as the system does not have the history of 

their purchases. Also, cold start problem for the new item is that the 

system does not have enough reviews or ranking related to that item 

which creates   a problem to recommend the item to the appropriate 

user [7]. 

This results in inefficiency in user categorization and product 

recommendation. In order to improve the quality of 

recommendation, hybrid recommendation technique can be used 

which collectively makes use of the merits of content- based filtering 

for new products and collaborative filtering for new users.               As 

per [8], it not only utilizes the customer purchase history but also 

incorporates contextual information of corresponding items through 
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customer and item profiling. 

The second challenge is of sparsity. Every store has a huge 

number of customers as well as products. Every user 

purchases or ranks a limited number of items. When a 

consumer-product matrix is created based on the past 

purchases of the consumers, there are only a few elements 

who have a value other than 0, making it a very sparse matrix. 

Sparsity is an issue as when the similarity of two customers 

is calculated based on the consumer-product matrix, the 

probability to get the similarity very low or even zero, 

increases [9]. This results in difficulties in finding appropriate 

matches and consequently produces recommendations with 

poor accuracy. In numerous recent models, Latent Feature 

Indexing (LSI) is applied to reduce   the dimensionality of the 

user-item utility matrix. It utilizes Singular Value 

Decomposition (SVD) as its underlying matrix factorization 

algorithm. Dimensionality reduction as explained in [10], not 

only deals with sparse values by increasing the density of the 

matrix but also improves performance by boosting 

computation speed. 

The third challenge that is encountered is overspecialization. All 

recommender systems try to suggest items the user is already 

familiar with. In doing this, there is no surprise factor in the 

recommendations as it obstructs the users from a totally new and 

different product being recommended to them. This challenge 

can be overcome using cosine similarity which is a collaborative 

filtering technique based on neighborhood [10]. It considers the 

levels of similarity between the user and the items purchased by 

them and their candidate neighbors. 

 
SEGMENTATION TYPES 

 

Behavioural Segmentation 

Behavioural segmentation is one of the efficient 
segmentation methods. It is the most used segmenting method 
because it is easy to be collecting the data. The segmentation is 
done on the basis of the customer's behaviour. The behavioural 
pattern can be identified through the buying pattern, the 
quantity of the product, the quality of the product, usage, brand 
of the product etc. This will help the companies to identify the 
behaviour of the customers and they will be able to provide the 
products according to this data.[6] 

Psychographic Segmentation 

 
Psychographic segmentation is the segmentation based 

purely on the customer lifestyle, beliefs, opinion, activities, 
interest, jobs etc. This will help the company to identify the 
customer needs according to their lifestyle, attitude, job etc.[5] 

Geographic Segmentation 

 
Geographic segmentation is the segmentation based on 

areas such as country, states, urban, rural, coastal etc. This will 
help the company to focus on the customers more in the region 

with fewer sales and also helps to identify the priority of orders in 
each region.[15] 

Demographic Segmentation 

 
The demographic segmentation is the segmentation based on 

life stage information or socio-demographic information such as 
age, gender, education, occupation, marital status, income etc. 
This segmentation helps to focus more on products for each life 
stage.[5] 

Value-based Segmentation 

 
In value-based segmentation, the customers are segmented 

according to the value. This helps to identify the most valuable 
customer and the values of each customer and the changes of values 
by the change in time.[6] 

Current Value= (Average amount asked to pay for a customer -
Cumulative amount in arrears for the customer/total period of use). 
[7] 

Propensity based Segmentation 

 
Propensity based segmentation is segmentation based on some 

scores such as churn scores, propensity scores, etc. This 
segmentation contains computation and the binning of customers 
into groups according to the score [6]. 

 

CLUSTERING TECHNIQUES 

K- Means Clustering Algorithm 

       K-Means is one of the most used clustering algorithms for 

segmentation. It is easy to use and it is very efficient. K-Means algorithm 

is proposed by J.B.MacQueen. K-Means clustering algorithm aims to 

minimise the cluster performance index, square error term, and the 

error criterion. In K-Means the M- points in N-dimension are divided 

into K-cluster assuming that k as their centroids. Here we try to 
optimise the result by placing the dots in a wise manner as the distance 

between centroids of sample points is as far as possible and calculate 

the distance and then we will place the sample points with the criterion 

of minimum distance with centroids and the iterative process continues 

until there is no change in distance occur in the further iteration 

process.[10],[11] 
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Fig.1. Clusters  Due to K-Mean Clustering  

  Hierarchal Clustering Algorithm 

 
Hierarchal Clustering is the method of clustering which 
builds a hierarchy model of data points in the cluster as the 
move into the cluster or move out of the cluster. There are two   
categories for this clustering. [9],[12]. 

 
 

 
 

a. Agglomerative 

 
This is a bottom-up algorithm treat where each singleton  
cluster merges up to most similar ones and at last merging up 
into a single cluster containing all the singleton clusters 

 

 
                        Fig.2.Image of clusters formed by agglomerative. 

a.  Divisive 

 
This is a top-down treat where the one single cluster divides 

into smaller groups until each singleton clusters are found. 

 

 
                Fig.4.Image of clusters formed by divisive. 
 

B. Density-Based Clustering 

 
Density-based clustering also known as DBSCAN. DBSCAN 

is based upon the notion of clusters and noise which is  used to get a 
cluster of arbitrary shapes. DBSCAN is used to differentiate the 
high-density cluster from the low-density cluster. DBSCAN is 
efficient for the large data set. In this, the main idea used is the 
neighbourhood of a given radius of each point at least a minimum 
number of points in it. From the graph, we can easily identify the 
cluster points and the noise points. Cluster points are the points 
which are clustered together and it contains a high density than the 
points outside the clusters and noise points are points which are not 
belonging to any of the clusters. [9] 

 

 

 

  

 

. 

 

 

 

Fig.3 Image of clusters formed by DBSCAN 

Affinity Propagation Clustering 

 
Affinity Propagation Clustering also called APC algorithm 

which is based upon the similarity of N data set points. APC 
algorithm treats all sample points as exemplar or cluster centres. 
APC finds out the similarity between two data sample with the help 
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of Euclidean distances and stores in a matrix called the 
similarity matrix. There are two matrices involved in this 
method they are responsible matrix (R) and availability matrix 

(A).R(i,j) matrix measures the accumulated evidence of how well-

suited sample xj serves as the exemplar. A(i,k) measures the 

accumulated evidence of how appropriate xi chooses xk as its 

exemplar.[9] 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5.Image of clusters formed by APC  

 

 Mean shift Clustering 
 

This clustering algorithm is a non-parametric iterative algorithm 
functions by assuming the all the data points in the feature space 

as empirical probability density function. The algorithm clusters 

each data point by allowing data point converge to a region of 

local maxima which is achieved by fixing a window around each 

data point finding the mean and then shifting the window to the 

mean and repeat the steps until all the data point converges 

forming the clusters. 

 

Elbow Method 

 
Elbow method is used for finding optimal value of K for K-means 

clustering algorithm. This method work by finding the SSE of 

each data point with its nearest centroid with different values of 

K. As value of K increases the SSE will decrease and at a 

particular value of K where there is most decline in the SSE is  

the elbow, the point at which we should stop dividing data further 

 

 

 

 

 

 

 

 

Proposed Methodology Architecture 

 

 
 

 

 
 

CONCLUSION 

The competition among e-commerce business is increasing by 
each day the importance of customer segmentation is also 
increasing. Maintaining a customer is a crucial task for the 
company. Without understanding who is your best customer, what 
your customer needs etc. the business cannot be able to focus on 
the customers and the services. Customer segmentation is the best 
solution to identify this problem. It helps the business to focus more 
on marketing. The paper concludes that customer segmentation 
helps to improve the e-commerce business and the best technique 
that can be used for customer segmentation. 
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