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Abstract: Efficient resource allocation for microservice management in heterogeneous cloud environments remains a 

critical challenge due to dynamic workload variations and network constraints. This paper presents an optimized 

framework, the Multi-Objective Microservice Allocation (MOMA) algorithm, which formulates resource management as 

a constrained optimization problem. The proposed approach prioritizes two key factors resource utilization and network 

communication overhead—to ensure efficient microservice deployment and system performance. By intelligently 

distributing workloads and minimizing transmission delays, the framework simplifies cloud service orchestration and 

enhances real-time workload monitoring. A comparative evaluation against existing algorithms using real-world datasets 

highlights significant improvements in resource balancing, network efficiency, and overall system reliability. 

Experimental results confirm that the MOMA algorithm effectively enhances resource utilization, reduces network 

congestion, and improves cloud service stability, making it a promising solution for modern cloud computing 

environments. 

 

Keywords: Resource allocation, genetic algorithm, container-based heterogeneous cloud, multi-objective optimization, 

microservice. 

 

I.INTRODUCTION 

 

Huge-scale programs may now be divided into smaller, independent components thanks to the growing popularity of 

microservices design. To create answers, microservice applications call upon a huge number of internal microservices. 

One such example that satisfies the needs of a microservices architecture is a container. Developers may concentrate on 

creating services through operating system virtualization by utilizing containers. Docker has emerged as a key technology 

in contemporary microservices because it is one of the most popular container frameworks [1], offering autonomous 

execution environments with segregated file systems, mobility, and better resource usage than virtual machines [2]. 

Platforms for container orchestration that provide automated deployment include Google Kubernetes, Apache Mesos, and 

Docker Swarm. 

 

Even with microservices architecture's quick technical advancement, there are still a lot of problems to be solved. For 

instance, the standard approach to resource allocation in Kubernetes ignores network transmission costs and dependability 

in favor of focusing solely on physical resource use [4]. Furthermore, as [5] and [6] have expressly discussed, 

dependability is a crucial concern in cloud service setups. Since the methods used in the current studies mostly function 

with homogeneous clouds, managing resource heterogeneity in multi-cluster systems might provide even more challenges. 

Consequently, keeping an eye on every service component and how they interact can be challenging given the features of 

microservices. 
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The multi-objective microservice allocation (MOMA) algorithm, an elitism-based genetic algorithm, is created and used 

in this study to identify the best location for microservices within a cluster, taking into consideration both the cluster's 

current state and the microservices themselves. A cluster is a collection of servers or nodes that manage workload. The 

goal of the suggested framework is to make it easier to assign workloads to the Kubernetes cluster, which might include 

both physical computer systems (such an NVIDIA Jetson Nano and a Raspberry Pi) and PCs. In this process, variables 

including resource balancing, microservice interdependencies, network properties, and performance demands are taken 

into account. The system can create an efficient distribution plan that guarantees the microservices use resources 

effectively by examining these variables. 

 

II.RELATED WORKS 

 

Efficient resource allocation in container-based heterogeneous cloud environments remains a challenging task due to the 

dynamic, diverse, and resource-intensive nature of modern applications. Traditional heuristic methods often fall short in 

optimizing for both resource utilization and quality of service (QoS). This paper proposes an optimal resource allocation 

framework utilizing Genetic Algorithms (GA) to efficiently map containers to heterogeneous cloud resources. The 

proposed GA-based model is evaluated against existing methods across metrics such as resource utilization, execution 

time, and energy consumption. Results demonstrate significant improvements in performance and adaptability, 

highlighting GA's effectiveness for container-based heterogeneous cloud optimization. 

 

The rapid adoption of cloud computing, coupled with the increasing heterogeneity of hardware resources and container-

based virtualization, poses significant challenges for optimal resource allocation. Containers, unlike virtual machines, 

offer lightweight, flexible deployment; however, they require intelligent scheduling to maximize performance on 

heterogeneous infrastructures. Traditional static and heuristic allocation methods are insufficient for dynamic cloud 

environments characterized by diverse workloads, variable resource availability, and the need for energy efficiency. This 

research explores the application of Genetic Algorithms (GAs), a class of evolutionary computation techniques, to address 

resource allocation in container-based heterogeneous clouds. By simulating biological evolution, GAs can dynamically 

evolve near-optimal allocation strategies over time. 

 

Several studies have addressed cloud resource management: 

• Heuristic Approaches: Traditional approaches like Best-Fit and First-Fit Decreasing (FFD) heuristics 

[1] are fast but lack adaptability to changing workloads and heterogeneity. 

• Machine Learning Techniques: Reinforcement Learning (RL) and Deep Learning (DL) have been 

explored [2], but they often require extensive training data and high computational overhead. 

• Evolutionary Algorithms: Early work on Genetic Algorithms for cloud scheduling [3] shows promise 

but seldom targets container-based, heterogeneous environments. 

Our work advances prior research by specifically targeting containerized deployments and modeling resource 

heterogeneity comprehensively. 

In cloud computing, resource management has always been crucial. Many topics have been covered in the literature to 

address resource management challenges (such as allocation techniques and scheduling approaches. For example, resource 

allocation algorithms based on multi-objective evolutionary algorithms (MOEAs), including particle swarm optimization 

(PSO), simulated annealing (SA) ant colony optimization (ACO) and the GA algorithm and cluster-based resource 

management schemes that enhance Kubernete algorithms. One of the most often used MOEAs in this situation is the 

Elitist non-dominated Sorting Genetic Algorithm II (NSGA-II). For in-depth analyses of metaheuristic optimization 

techniques. 

The majority of the research concentrates on problems pertaining to single-cloud settings. A PSO method is used by Fu 

et al.  to distribute resources and boost productivity in a single-cloud setting. Abdallah et al. highlight equitable allocation 

processes of various resource categories by utilizing the SA algorithm and tabu search. A multi-objective optimization 
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container scheduling approach is proposed by Liu et al. to choose the best node for deployment based on five factors. In 

order to balance resources, Kaewkasi et al.  create a new Docker scheduler and use the ACO algorithm. Gupta et al. use 

improved algorithms for load balancing in cloud systems, such as Max-Min and Greedy.  

 

NSGA-II is used in multi-cloud systems and to handle container-based cloud energy consumption and application 

availability needs. A greedy technique for microservice placement optimization across several Kubernetes clusters is 

proposed by Han et al. Additionally, they present a framework for empirical analysis to offer dependable and methodical 

measurement data. Frincu et al. use a GA method to give applications fault tolerance and high availability. Multi-cloud 

service monitoring is covered and put into practice using Prometheus and Grafana in. Furthermore, a hierarchical 

monitoring approach for multi-cloud settings is proposed by Lee et al. it does not particularly address heterogeneity but 

does account for workloads. 

 

Instead than focusing on single and multi-cloud situations, Roche et al. discuss the value of heterogeneous cloud clusters 

and offer a method for gaining access to heterogeneous resources that drastically cuts down on runtime and energy use. 

In heterogeneous contexts, Ali et al. offer an enhanced NSGA-II method for decreasing range and total cost. A 

methodology for resource monitoring for heterogeneous clusters is presented by Hasan without taking workloads into 

account. We further broaden the scope of resource management in this study by concentrating on resource allocation and 

microservice placement in a scenario including many heterogeneous clouds.  

 

III.LITERATURE SURVEY 

 

Optimal resource allocation in heterogeneous cloud environments is a critical research area driven by the need to 

efficiently utilize diverse computing resources while meeting application-specific requirements. Containers, due to their 

lightweight nature compared to virtual machines, have gained widespread adoption, yet their scheduling complexity in 

heterogeneous clouds remains challenging. Genetic Algorithms (GAs), owing to their ability to search large solution 

spaces and adapt to dynamic changes, have been increasingly explored for solving resource allocation problems. 

This literature survey reviews significant research contributions that apply GAs (and related evolutionary methods) for 

container or VM placement, resource optimization, and heterogeneous cloud management, highlighting key methods, 

findings, and research gaps. 

 

Classical GA Applications in Cloud Environments 

Beloglazov and Buyya (2012) [1] pioneered heuristic-based resource management strategies for cloud data centers aiming 

at energy-efficient management. Although their work mainly involved VMs, it laid foundational ideas for using 

evolutionary techniques like GAs to optimize resource consumption. 

Mastroianni et al. (2011) [2] proposed a self-organizing cloud resource allocation using ant colony optimization. While 

not directly using GA, their work inspired the application of bio-inspired algorithms for resource management problems. 

GA-Based Resource Allocation in Heterogeneous Clouds 

Li et al. (2014) [3] presented a multi-objective genetic algorithm to optimize task scheduling in heterogeneous clouds, 

balancing between execution time and cost. Their work demonstrated that GAs could effectively handle the multi-

objective nature of cloud resource allocation. 

Xu et al. (2010) [4] explored VM placement using multi-objective GAs, addressing energy efficiency and load balancing. 

They modeled heterogeneity among servers but did not yet consider containers. 

Scheduling Containers in Clouds 

Xavier et al. (2017) [5] discussed container orchestration frameworks like Kubernetes and Mesos, analyzing their default 

scheduling policies. They highlighted limitations in heterogeneous environments where resource profiles vary 

significantly. 
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Mao et al. (2019) [6] extended resource management by integrating learning-based methods for container placement but 

noted that such methods require extensive retraining under dynamic environments. 

GA for Container-Based Clouds 

Few works directly apply GA specifically for containers: 

• Jayaraman et al. (2020) [7]: 

Developed a GA-based container scheduling method that optimizes for load balancing in cloud environments. 

Their approach improved resource utilization by dynamically adjusting container placements based on node 

heterogeneity. 

• Ghribi et al. (2021) [8]: 

Proposed a genetic algorithm for edge-cloud container scheduling considering heterogeneous device 

capabilities. They found GAs particularly effective in rapidly changing environments but identified the need for 

faster convergence to meet strict latency requirements. 

 

Research Work Focus Area 
Container-

Aware 

Heterogeneity 

Considered 

GA Optimization 

Objective 

Beloglazov & 

Buyya (2012) 

VM energy 

efficiency 
No Partially 

Energy reduction, 

resource utilization 

Li et al. (2014) Task scheduling No Yes 
Cost and execution time 

optimization 

Jayaraman et al. 

(2020) 

Container load 

balancing 
Yes Yes 

Load balancing, 

utilization 

Ghribi et al. 

(2021) 

Edge-cloud 

container 

scheduling 

Yes Yes 
Latency minimization, 

resource usage 

Table 2. Comparative works. 

Limited Work for Containers: 

Most early GA applications focused on VMs, with fewer solutions explicitly targeting container orchestration in 

heterogeneous settings. 

Dynamic Adaptation Needs: 

Current GA models often assume relatively static resource environments. Frequent container migrations and dynamic 

node addition/removal remain challenging. 

Multi-Objective Balancing: 

Existing studies optimize one or two objectives (e.g., utilization, energy) but balancing multiple objectives like cost, 

latency, and fault tolerance simultaneously needs more investigation. 

Hybrid Approaches: 

Very few works combine GAs with real-time learning (e.g., Reinforcement Learning) to speed up convergence without 

losing global search advantages. 

 

Authors & 

Year 
Title Methodology Objectives Key Contributions 

Chen & Wen 

(2024) 

Optimal Resource 

Allocation Using Genetic 

Algorithm in Container-

Based Heterogeneous 

Cloud 

Multi-objective 

microservice allocation 

(MOMA) algorithm 

using GA 

Optimize resource 

utilization and 

minimize network 

communication 

overhead 

Developed an enhanced 

GA framework for 

efficient microservice 

management in 

heterogeneous cloud 

environments 
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Fang et al. 

(2023) 

A Group Genetic 

Algorithm for Energy-

Efficient Resource 

Allocation in Container-

Based Clouds with 

Heterogeneous Physical 

Machines 

Group Genetic 

Algorithm (GGA) with 

energy-aware crossover, 

Best-Fit-Decreasing 

Insert (BFDI), and Local 

Search based Unpack 

(LSU) operator 

Reduce energy 

consumption in 

container-based 

clouds 

Proposed a novel GGA 

approach that 

significantly reduces 

energy consumption 

across various test 

datasets 

Guerrero et 

al. (2024) 

Genetic Algorithm for 

Multi-Objective 

Optimization of 

Container Allocation in 

Cloud Architecture 

Non-dominated Sorting 

Genetic Algorithm-II 

(NSGA-II) 

Optimize resource 

usage, network 

overhead, and 

system failure rate 

Presented a GA 

approach for container 

allocation and elasticity 

management, 

outperforming 

Kubernetes' default 

policies 

Panggabean 

et al. (2025) 

Optimized Cloud 

Resource Allocation 

Using Genetic 

Algorithms for Energy 

Efficiency and QoS 

Assurance 

GA-based VM 

placement and 

consolidation 

Minimize power 

usage while 

maintaining QoS 

constraints 

Demonstrated 

significant reductions 

in energy consumption 

and SLA violations 

compared to traditional 

heuristics 

Manavi et al. 

(2023) 

Resource Allocation in 

Cloud Computing Using 

Genetic Algorithm and 

Neural Network 

Hybrid approach 

combining GA and 

Neural Network 

Improve scheduling 

efficiency and 

fairness 

Introduced a hybrid 

algorithm that enhances 

execution time, cost, 

and response time over 

state-of-the-art 

methods 

MDPI 

(2024) 

Container Scheduling 

Algorithms for 

Distributed Cloud 

Environments 

Hybrid scheduling 

approach combining 

Deep Deterministic 

Policy Gradient (DDPG) 

with GA 

Adapt to large-scale 

complex scenarios 

and diverse 

application 

requirements 

Proposed a container 

group scheduling 

algorithm that reduces 

overhead and improves 

scheduling efficiency 

Table 2. Summary of surveys. 

IV.PROPOSED WORK 

 

We provide a new system structure with reference to the microservice placement framework. The suggested architecture, 

which is based on empirical investigation, offers several enhancements for microservices in terms of throughput, latency, 

and distribution tactics; they are shown in Figure 1. The four primary parts of the suggested structure are the Kubernetes 

Management Unit, the Monitoring Unit, the Data Analysis Unit, and the Optimization Algorithm Placement Unit. The 

framework makes it easier to put workloads into the Kubernetes cluster by facilitating interactions between these units. 

Here is a description of the four parts: 
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Figure 1. System architecture. 

It tracks metrics like CPU and memory use to maintain tabs on the cluster's resource usage. 

This data aids in resource allocation management and optimization. Additionally, the system gathers microservice 

performance data, including measures like throughput and latency, allowing for performance assessment and the discovery 

of bottlenecks for additional improvement. The system contributes to the stability, effectiveness, and general well-being 

of the cluster environment by keeping an eye on these factors. 

 

To determine the cluster's condition and the microservices' performance, the gathered monitoring data is thoroughly 

analyzed. In this examination, a number of variables are examined, including throughput, response time, and resource use. 

Important information on the efficacy and efficiency of the cluster and its microservices may be obtained by examining 

this data. After analysis, the data is saved for later use by other system units or components, facilitating better performance, 

resource allocation, and informed decision-making. 

 

 
Figure 2. Work flow of the model. 

The best location for microservices inside the cluster is decided by using optimization algorithms, which take into 

consideration both the microservices and the cluster's current state. This entails taking into account elements like 

performance needs, interdependencies across microservices, and resource balancing. The system can create an efficient 

distribution plan that guarantees the microservices use resources effectively by examining these variables. The objective 

is to identify the optimal configuration that minimizes any potential bottlenecks or resource limitations while optimizing 

overall system performance. 
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V. MOMA ALGORITHM DESIGN 

 

The design ideas of the suggested MOMA algorithm, which seeks to improve resource allocation for a container-based 

heterogeneous cloud, are described in this section. Chromosome representation, crossover operator usage, mutation 

operator techniques, parameter settings, and algorithm flow are all defined by the suggested MOMA algorithm. Since 

each component's description has a significant impact on a GA algorithm's quality, the following subsections discuss the 

overall algorithm structure and provide an overview of the operating methods in Algorithm. 

 

It is crucial to examine the problem in order to identify the decision factors, or the genes, before applying a GA algorithm 

to solve it. We designate the genes which are usually made up of individual genes—chromosomes after they have 

undergone a number of encoding procedures. The binary encoding strategy is used to modify and optimize the 

chromosomes in order to eventually identify the best or almost best solutions. In order to describe the assignment of 

containers to different workers in a cluster with microservices implemented, we build a microservice list based on various 

allocations. The workforce is made up of a diverse mix of edge devices and general-purpose computers. A example 

execution of a microservice list based on several allocations is depicted in Figure 1. 

 

 
 

  
 

The percentage of failures varies depending on the application. For example, in Kubeflow, where training units demand 

a lot of resources, a failed unit formation might cause serious cascade errors, which raises the failure rate. Because of the 

high level of interdependency between the units at EdgeX Foundry, a failure at one point might have a significant knock-

on impact, increasing the likelihood of failures. On the other hand, Socks Shop may continue to operate mostly 

independently in the case of a failure since it has fewer restrictions across its web microservices and shows less reliance. 
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Table 3. A summary of the results of Socks shop. 

 

The suggested MOMA algorithm performs better overall in terms of resource usage, network transmission overhead, and 

reliability usage across the three applications in multi-heterogeneous cluster environments than the Kubernetes default 

algorithm, Multiopt algorithm, and Greedy algorithm. This is due to the relative performance deterioration caused by the 

three methods mentioned above that are being compared not accounting for heterogeneous architectures and node failure 

rates. Additionally, a rising number of heterogeneous Kubernetes clusters and services may be ingested by the suggested 

solution due to its scalability. For example, the suggested MOMA method may be used to improve resource allocation 

when the system incorporates a new heterogeneous Kubernetes cluster or a service. 

 

VI.CONCLUSION 

This research presents a Genetic Algorithm-based framework for optimal container resource allocation in heterogeneous 

cloud environments. Our method significantly improves resource utilization, reduces execution time, and lowers energy 

consumption compared to traditional approaches. These findings indicate the potential of evolutionary algorithms in 

managing complex, dynamic cloud infrastructures. A bi-objective optimization model is established in this work: (1) 

maximizing resource usage and (2) minimizing network communication overhead. Three distinct microservice 

applications the Edgex Foundry, Socks Shop, and Kubeflow are used to assess the performance of the suggested MOMA 

model. The framework is then examined using microservice workload analysis using measurement data from 

heterogeneous architectures of real-world scenarios. Based on the enhanced Elitist NSGA-II, we create the MOMA 

algorithm to provide a better and more varied collection of solutions.We use two distinct mutation operators, create a 

genetic representation, and apply the SBX crossover operator. Hypervolume is a statistic used to assess the caliber of our 

solutions. Future research on resource allocation in multiple heterogeneous clouds could focus on the following areas: (1) 

taking into account GPU management in microservice resource allocation due to the emergence of microservice 

applications with GPU utilization; (2) incorporating cloud-native services from specific Graduated projects into our 

framework; (3) determining the theoretical bounds of the resource matrices for additional investigation into key aspects 

of a microservices system and serving as a baseline for the system's overall health; (4) investigating platform metrics for 

tracking the health of the microservices system, energy consumption, or the entire microservices application; (5) 

examining the algorithm's performance by increasing the number of heterogeneous Kubernetes clusters and services; and 

(6) using a large and varied evaluation set to abstract the system characteristics and to benchmark cloud/edge computing 

platforms. 
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