
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 08 Issue: 05 | May - 2024                           SJIF Rating: 8.448                                     ISSN: 2582-3930         

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM32983                   |        Page 1 

Adaptive Workflows with Kafka Streams and AI Models:  

A Comparative Study with Event Bridge 

 

 

Nitya Sri Nellore 

 

Abstract 

Event-driven systems are foundational in modern applications that demand real-time processing and dynamic 

workflows. Kafka Streams, a distributed event streaming platform, and AWS EventBridge, a serverless event bus, 

are two prominent solutions for managing such workflows. The integration of artificial intelligence (AI) models into 

these systems enables dynamic decision-making and adaptive workflows. This paper explores the technical aspects, 

performance, and scalability of Kafka Streams and EventBridge when integrated with AI models for dynamic event 

routing. Through comparative analysis, we evaluate their suitability for real-time adaptive workflows, focusing on 

latency, throughput, fault tolerance, and cost-efficiency. Experimental results highlight the trade-offs between these 

platforms and provide insights into choosing the right architecture for specific use cases. 

 

Introduction 

Event-driven architectures (EDAs) are increasingly critical for real-time applications, including fraud detection, 

recommendation systems, and predictive maintenance. Kafka Streams, a highly scalable event streaming platform, 

and AWS EventBridge, a managed event bus, are key players in this domain. While both facilitate event processing, 

their approaches and integration capabilities differ significantly, particularly when incorporating AI models. 

This paper investigates the comparative performance of Kafka Streams and AWS EventBridge in enabling adaptive 

workflows powered by AI models. By analyzing their architecture, operational workflows, and experimental results, 

we aim to guide developers in selecting the optimal solution for their requirements. 

 

Architectural Overview 

Kafka Streams 

Kafka Streams is a lightweight library built on Apache Kafka that enables stream processing directly within client 

applications. Its architecture is centered around distributed stream processing and stateful computations. 

Key Features: 

1. Event Sources: Producers send events to Kafka topics. 

2. Stream Processing: Kafka Streams performs stateless and stateful transformations. 

3. AI Integration: Stream processors can invoke AI models deployed as microservices or integrated libraries. 

4. Event Sinks: Processed events are written back to Kafka topics or external systems like databases. 
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Scalability Mechanisms: 

● Partitioning ensures that workloads are distributed across multiple nodes. 

● State stores provide local storage for stateful computations, enabling fault-tolerant operations. 

● Stream threads parallelize processing for high throughput. 

AWS EventBridge 

AWS EventBridge simplifies event-driven workflows with its serverless architecture. Its components include: 

1. Event Sources: AWS services, SaaS applications, and custom event producers. 

2. Rules Engine: Filters and routes events based on patterns or AI model outputs. 

3. AI Integration: Events trigger Lambda functions that invoke AI models hosted on SageMaker or similar 

platforms. 

4. Targets: Downstream services like SQS, SNS, or databases. 

Serverless Design Advantages: 

● No infrastructure management is required, reducing operational overhead. 

● Auto-scaling capabilities ensure consistent performance during workload spikes. 

Architecture Diagram: 

Kafka Streams:  

Producers --> Kafka Topics --> Stream Processors --> AI Models --> Event Sinks 

 

EventBridge: 

Event Sources --> Event Bus --> Lambda (Preprocessing) --> AI Model (SageMaker) --> Event Targets 

 

Experimental Methodology 

Use Case: Real-Time Fraud Detection 

Both Kafka Streams and EventBridge were tested using a real-time fraud detection scenario. Financial transactions 

served as event sources, with AI models classifying transactions as legitimate or fraudulent. 

Metrics Evaluated 

1. Latency: Time from event generation to final processing. 

2. Throughput: Events processed per second under varying loads. 

3. Fault Tolerance: Ability to recover from failures. 

4. Cost Efficiency: Cost per 1,000 events processed. 

Experimental Setup 

1. Event Sources: Simulated financial transactions sent at rates of 100 to 10,000 events per second. 

2. AI Models: Deployed using TensorFlow, trained on a dataset of transaction logs. 

3. Infrastructure: 
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○ Kafka Streams: Deployed on a Kubernetes cluster with multiple brokers for high availability. 

○ EventBridge: Leveraged AWS Lambda and SageMaker for preprocessing and inference. 

Additional Experiment: Multimodal Event Processing 

To assess versatility, both systems were tested with multimodal events comprising images, text, and numeric data. 

Image-based fraud detection models and natural language processing models were added to the pipeline. 

 

Results and Analysis 

Latency 

● Kafka Streams: Achieved an average latency of 50 ms due to its distributed nature and in-memory stream 

processing. 

● EventBridge: Exhibited higher latency (120 ms) due to Lambda and SageMaker inference overheads. 

Graph: Latency vs. Event Rate 

● X-Axis: Event rate (events/sec) 

● Y-Axis: Latency (ms) 

● Kafka Streams maintained stable latency across all workloads, while EventBridge showed increased latency 

under high loads. 

Throughput 

● Kafka Streams: Sustained 15,000 events/sec with minimal degradation. 

● EventBridge: Scaled up to 8,000 events/sec before experiencing bottlenecks. 

Scalability Challenges: 

● Kafka Streams required tuning of broker configurations and thread counts to optimize performance. 

● EventBridge encountered throttling issues with high Lambda invocation rates. 

Fault Tolerance 

● Kafka Streams: Provided robust fault tolerance through replication and state stores. 

● EventBridge: Relied on AWS’s managed infrastructure, which automatically retries failed events but lacks 

user-configurable recovery mechanisms. 

Cost Efficiency 

● Kafka Streams: Lower operational costs for high-volume workloads due to self-managed infrastructure. 

● EventBridge: Higher costs for frequent Lambda and SageMaker invocations. 
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Multimodal Event Processing 

● Kafka Streams exhibited better flexibility in handling multimodal events due to its customizable stream 

processors. 

● EventBridge required additional preprocessing Lambda functions, which increased latency and costs. 

 

Comparative Analysis 

Feature Kafka Streams AWS EventBridge 

Latency Low (50 ms) Medium (120 ms) 

Throughput High (15,000 events/sec) Moderate (8,000 events/sec) 

Fault Tolerance High (Stateful) Medium (Retry Mechanisms) 

Cost Efficiency High for High Volume High for Low Volume 

Multimodal Support Excellent Moderate 

Ease of Integration Complex Simplified 

 

Conclusion and Recommendations 

Both Kafka Streams and AWS EventBridge excel in different aspects of adaptive workflows. Kafka Streams is ideal 

for high-throughput, low-latency applications requiring fine-grained control. Conversely, AWS EventBridge offers 

simplicity and tight integration with AWS AI services, making it a better choice for small to medium-scale 

workflows. 

Recommendations: 

1. Use Kafka Streams for applications requiring advanced stream processing and high throughput. 

2. Choose EventBridge for workflows heavily reliant on AWS services and requiring minimal operational 

overhead. 

3. Consider hybrid architectures that combine Kafka’s processing power with EventBridge’s integration 

capabilities. 
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Future Directions 

1. Edge-Based Processing: Integrating edge AI models with both platforms to reduce latency. 

2. Reinforcement Learning: Leveraging RL models for self-optimizing routing strategies. 

3. Decentralized Architectures: Exploring blockchain-based event routing for improved security and 

auditability. 
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