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ADVANCED CREDIT CARD FRAUD DETECTION USING 

ODDITY DISCOVERY TECHNIQUES 
 

 

 

 

 

Abstract—Credit cards are the most widely accepted payment 

method for both disconnected and online transactions. In the 

banking industry's fight against card crime, automatic systems to 

detect and prevent card fraud are an important weapon. Since 

machine learning and Oddity Discovery Techniques (ODT) are 

efficient technologies and methodologies that are also simple to 

implement, they are used in the field of credit card fraud 

detection. It is applied to lessen fraud-related behaviors. The 

major goal of this project was to develop software that can 

recognize potentially fraudulent credit card transactions in a 

given data set and evaluate its performance against other 

classifiers using evaluation metrics. The given data set was used 

to train the software, which was built using some of the most 

well-liked machine learning and deep learning classification 

methods, including random forests, isolation forests, and neural 

networks. The Python programming language was used to 

implement the project, and load balancing and feature selection 

were maintained throughout. There was, however, no 

autonomous system that could definitively classify a transaction 

as fraudulent. The goal was to draw attention to transactions 

that, according to some known or otherwise learned criteria, 

have a high likelihood of being fraudulent. 

 

Keywords: Credit card, Classifiers, ML- Machine Learning, 

Fraud detection, Feature Selection. 

I. INTRODUCTION  

Credit card fraud is a significant concern for financial 

institutions and merchants worldwide, leading to substantial 

financial losses. Fraudsters use various techniques to steal 

credit card information and make unauthorized transactions, 

posing a significant challenge to fraud detection systems. 

Traditional fraud detection methods, such as rule-based 

systems and statistical analysis, have limitations in detecting 

fraudulent transactions accurately, leading to false positives 

and false negatives. Therefore, there is a need for more 

effective and efficient fraud detection techniques that can 

adapt to the changing nature of fraud. 

In recent years, machine learning techniques have shown 

promise in detecting credit card fraud by learning from 

historical transactions and identifying patterns in the data. One 

such approach is novelty detection, which aims to identify 

novel and abnormal instances in the data that differ 

significantly from the normal behavior of legitimate 

transactions. Novelty detection can be used in credit card 

fraud detection by identifying fraudulent transactions that are 

not similar to legitimate transactions. 

In this paper, we propose a novel approach to credit card 

fraud detection using novelty detection. We use a publicly 

available dataset of credit card transactions to evaluate the 

proposed approach and compare it with other fraud detection 

techniques. We also discuss the limitations of the proposed 

approach and suggest future research directions. This study 

provides valuable insights into the use of novelty detection for 

credit card fraud detection, which can help financial 

institutions and merchants in preventing financial losses due to 

fraud. 

II. LITERATURE SURVEY 

 

Credit card fraud has been a persistent problem in the banking 

and financial industry. Traditional methods of fraud detection 

rely on rule-based systems that set thresholds for suspicious 

transactions. However, these methods often have high false-

positive rates, which can lead to legitimate transactions being 

flagged as fraudulent. In recent years, machine learning-based 

methods have gained popularity as a way to improve the 

accuracy of fraud detection. 

 

Support Vector Machines (SVMs) are commonly used for 

credit card fraud detection. SVMs have been shown to be 

effective in separating fraudulent and non-fraudulent 

transactions based on a set of features. These features can 

include transaction amount, location, time, and other 

transaction-specific information. 

 

Another machine learning method used for credit card fraud 

detection is Principal Component Analysis (PCA). PCA is a 

dimensionality reduction technique that is used to identify 

patterns in large datasets. By reducing the number of features, 

PCA can improve the accuracy of fraud detection algorithms. 
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In addition to machine learning-based methods, neural 

networks have also been used for credit card fraud detection. 

Neural networks can be trained to identify patterns in data that 

are not easily identified by traditional methods. 

 

Overall, the use of machine learning-based methods has 

shown promise in improving the accuracy of credit card fraud 

detection. However, the performance of these methods 

depends heavily on the quality of the data and the specific 

features used in the analysis. Further research is needed to 

optimize the use of machine learning-based methods for credit 

card fraud detection. 
 

 

III. METHODOLOGY 

Research Design: 

This study proposes a novel approach for credit card fraud 

detection using novelty detection. The study aims to develop a 

machine learning-based algorithm that can accurately detect 

fraudulent credit card transactions. The proposed approach 

will be evaluated on a dataset of credit card transactions that 

contains both fraudulent and non-fraudulent transactions. The 

performance of the proposed algorithm will be compared to 

that of traditional rule-based systems and other machine 

learning-based approaches. 

 

Data Collection: 

The dataset used in this study will be obtained from a publicly 

available repository. The dataset will consist of credit card 

transactions with various features such as transaction amount, 

location, time, and other transaction-specific information. The 

dataset will contain both fraudulent and non-fraudulent 

transactions to train and evaluate the proposed algorithm. 

 

Data Preprocessing: 

The collected data will be preprocessed to remove missing or 

erroneous values, handle outliers, and normalize the data. 

Feature selection and extraction will be performed to identify 

the most important features that contribute to the classification 

of transactions as fraudulent or non-fraudulent. Data 

visualization techniques will be used to gain insights into the 

data distribution and identify potential patterns and anomalies. 

 

Oddity Discovery Techniques: 

The proposed approach for credit card fraud detection will use 

a novelty detection algorithm based on one-class SVM. One-

class SVM is a machine learning algorithm that is commonly 

used for novelty detection. The algorithm learns the 

distribution of non-fraudulent transactions and identifies 

transactions that deviate from this distribution as potential 

frauds. The algorithm will be trained and tested on the 

preprocessed dataset of credit card transactions. 

 

Performance Evaluation Metrics: 

The performance of the proposed approach will be evaluated 

using various metrics such as accuracy, precision, recall, F1-

score, and Area Under the Receiver Operating Characteristic 

(ROC) Curve. The proposed algorithm will be compared to 

traditional rule-based systems and other machine learning-

based approaches to evaluate its effectiveness in detecting 

fraudulent credit card transactions. The results of the 

evaluation will be used to identify the strengths and 

limitations of the proposed approach and suggest potential 

areas for further improvement 

 
    

                 
Figure 1 : Working Methodology 

 

                 

                                           

 
 

Figure 2 : Architecture digram 
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Abbreviations and Acronyms 

 

CC: Credit Card 

CVV: Card Verification Value 

POS: Point of Sale 

SVM: Support Vector Machine 

NN: Neural Network 

PCA: Principal Component Analysis 

ROC: Receiver Operating Characteristic 

AUC: Area Under the Curve 

TP: True Positive 

FP: False Positive 

TN: True Negative 

FN: False Negative. 

Isolation Forest Algorithm 

The  Isolation  Forest  ‘isolates’  observations  by  
arbitrarily  selecting a feature and then  randomly selecting 
a  split value 

between the maximum and minimum values of the 
designated feature. Recursive  partitioning  can  be  
represented  by  a  tree,  the  number of splits required to 
isolate a sample is equivalent to the path length root node to 
terminating node. The average of this path length gives a 
measure of normality and the decision function which we 
use. The pseudocode for this algorithm can be written as 
Dollars ($): used to indicate monetary amounts Percentage 
(%): used to indicate the percentage of a given value 
Seconds (s): used to indicate time intervals Transactions 
(transaction): used to indicate the number of credit card 
transactions Fraud rate (FR): used to indicate the rate of 
fraudulent transactions as a percentage of total”. 

 

Random forest 

The following are the basic steps involved in performing the 

random forest algorithm 1. Pick N random records from the 

dataset. 2. Build a decision tree based on these N records. 3. 

Choose the number of trees you want in your algorithm and 

repeat steps 1 and 2. 4. For classification problem, each tree in 

the forest predicts the category to which the new record 

belongs. Finally, the new record is assigned to the category 

that wins the majority votUsing the Template 
After the text edit has been completed, the paper is ready 

for the template. Duplicate the template file by using the Save 
As command, and use the naming convention prescribed by 
your conference for the name of your paper. In this newly 
created file, highlight all of the contents and import your 
prepared text file. You are now ready to style your paper; use 
the scroll down window on the left of the MS Word Formatting 
toolbar. 

Nural Network  

Neural networks have been used effectively in credit card 

fraud detection systems. The process typically involves 

training the neural network on large datasets of credit card 

transactions, including both legitimate and fraudulent 

transactions. The neural network learns to recognize patterns 

and anomalies in the data, which can help it identify 

potentially fraudulent transactions in real-time. The system 

can also learn to adapt and improve over time as it receives 

feedback on its performance. One approach to using neural 

networks in credit card fraud detection is to use a supervised 

learning algorithm, where the network is trained on labelled 

datasets of known fraudulent and non-fraudulent transactions. 

This allows the network to learn to recognize the patterns 

associated with fraud and can help it identify fraudulent 

transactions more accurately. Another approach is to use 

unsupervised learning algorithms, such as autoencoders or 

anomaly detection algorithms, to detect unusual patterns or 

outliers in the data that may be indicative of fraud. Overall, 

neural networks can be an effective tool for credit card fraud 

detection, but it's important to note that they are not fool proof 

and may still miss some fraudulent transactions. Therefore, 

they should be used in conjunction with other fraud detection 

methods and human oversight to ensure the highest level of 

accuracy and security. 

IV. RESULTS 

The code prints out the number of false positives it detected  

and compares it with the actual values.  This is used to  

calculate the accuracy score and precision of the algorithms.   

The fraction of data we used for faster testing is 10% of the  

entire dataset. The complete dataset is also used at the end and 

both the results are printed.  These results along with the 

classification report for each algorithm is given in the output 

as follows, where class 0 means the transaction was 

determined to be valid and 1 means it was determined as a 

fraud transaction.   This result matched against the class 

values to check for false positives. Results when 10% of the 

dataset is used: 

 

                  

              

 
 

Figure 3 : Result detail 1 

http://www.ijsrem.com/


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

           VOLUME: 07 ISSUE: 04 | APRIL - 2023                                      IMPACT FACTOR: 8.176                                     ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM19272                                       |        Page 4 

 

 

 
 

Figure 4 : Result detail 2 

 

 
 

Figure 5 : Result detail 3 

 

 

V. CONCLUSION AND FUTURE WORK 

credit card fraud detection using novelty detection approach 

presented in this study has demonstrated promising results in 

detecting fraudulent transactions in real-time. The proposed 

algorithm has shown a high level of accuracy in identifying 

novel fraudulent patterns, which can be missed by traditional 

rule-based fraud detection methods. 

 

The implications of this study are significant, as credit card 

fraud is a growing concern for financial institutions and 

consumers alike. By implementing a more robust and accurate 

fraud detection system, financial institutions can better protect 

their customers' assets and reduce losses due to fraudulent 

activities. 

 

However, this study has some limitations, such as the size and 

diversity of the dataset used in the evaluation. Future research 

could explore the use of larger and more diverse datasets to 

further validate the effectiveness of the proposed approach. 

Additionally, the performance of the algorithm could be 

compared with other state-of-the-art techniques to identify the 

most effective approach for credit card fraud detection. 

 

In conclusion, the proposed credit card fraud detection 

approach using novelty detection has shown promising results 

in identifying fraudulent transactions. This approach has the 

potential to improve fraud detection accuracy and reduce 

financial losses for financial institutions and their customers. 

Future research should continue to explore and refine this 

approach for even greater accuracy and effectiveness. 
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