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--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
-------------------- 

Abstract Driver drowsiness is a critical issue in vehicle safety, with statistics showing it to be a significant factor in 10-40 percent of highway 

accidents. The consequences of falling asleep while driving is severe, leading to increased injury severity and a higher occurrence among sleep-deprived 

individuals. Drowsiness negatively impacts mental alertness, impairs judgment, and slows reaction time, posing a risk of human error that can result in 

death or injury. Previous techniques for detecting drowsiness, such as using sensitive electrodes directly attached to the driver's body, proved impractical 

and invasive.Machine learning alorithms and Arduino has been incorporated for dowsiness detection and alerting. The objective of the Drowsiness 

Detection System is to prevent accidents by identifying early signs of drowsiness and alerting the drivers. The system aims to enhance driver safety by 

providing real-time drowsiness feedback. 
 

--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
-------------------- 

 
 

1. Introduction  

About 20% of road accidents occur due to distraction of driver. Among 

that 30% is due to driver fatigue. Falling asleep while driving could cause 

fatal traffic Accidents. In order to reduce road accidents there is also a need 

to detect the causes such as drowsiness, fatigue and to alert the driver. This 

enables to choose an efficient method to reduce road accidents due to 

driver fatigue. Machine learning based drowsiness detection is a progres-

sive application of artificial intelligence in increasing road safety and pre-

venting accidents caused due to driver’s drowsiness. This technology em-

ploys capturing of images on the driver’s face and detecting drowsiness 

with the sequential eye monitoring. Real time monitoring by utilizing the 

captured images using the trained Machine Learnings models provide the 

most accurate outcome. This method widely stands out by the means of 

alert generation where the is a noise generation and a vibration to wake the 

driver and additional signal as a warning to the co-drivers on the road. In 

short words, this technology aims to develop a feasible and easy-to-use 

device for driver’s safety and avoiding accidents. Detects and alerts driver 

drowsiness to both the driver, Passengers and nearby drivers on road. 

2. Background  

2.1 Drowsiness  

Drowsiness presents a significant hazard to road safety, notably during 

specific time frames such as late at night or in the afternoon when the 

body's natural rhythm inclines towards sleepiness. The consequences of 

driving while drowsy can be severe, leading to accidents that may result 

in injuries or fatalities. 

 

It is crucial to identify and address drowsiness early to prevent accidents. 

Since drivers often exhibit signs such as struggling to keep their eyes open, 

difficulty concentrating, and frequent yawning, implementing measures to 

detect these signs and alert drivers can be beneficial. 

 

Additionally, understanding the demographic most susceptible to 

drowsy driving, such as young adults aged 18 to 30, allows for targeted 

interventions and awareness campaigns. By raising awareness about the 

dangers of driving while drowsy and promoting strategies to combat it, 

such as taking breaks, ensuring adequate rest, or switching drivers during 

long journeys, the likelihood of accidents can be reduced. 

 

While other factors contributing to road accidents, such as drunk driving 

or mechanical failures, are more readily identifiable, addressing drowsi-

ness requires proactive measures such as education, implementing moni-

toring systems in vehicles, and encouraging responsible driving habits. Ul-

timately, prioritizing road safety and tackling the issue of drowsy driving 

can help mitigate the risks associated with this perilous behavior.  

 

2.2 Methods  

Methods for drowsiness detection is vast and are mainly of subdivided into 

intrusive and non-intrusive. Various traditional methods include the use o 

physiological sensors like electroencephalography (EEG) and electromy-

ography (EMG) which are considered which measure brain and muscle 

activity, respectively, to detect drowsiness. While providing direct indica-

tors of the driver's physiological state, these sensors can be intrusive, un-

comfortable, and may require expert calibration. 

Machine learning based drowsiness detection is not only non-intrusive but 

accurate compared to the pre-existing traditional methods. 

Machine learning models like Convolutional Neural Network (CNN) 

and Recurrent Neural Networks (RNN) collaboratively detects the eye 

blinking rates using continuous image capturing and declares drowsiness. 

CNNs are specifically designed to process and extract features from im-

ages efficiently. In the context of drowsiness detection, CNNs are trained 

on large datasets containing images of individuals in both drowsy and alert 

states. These images are captured through onboard cameras or external 

monitoring devices in vehicles. The CNN learns to identify patterns and 
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features associated with drowsiness, such as drooping eyelids. By itera-

tively adjusting its internal parameters through backpropagation, the CNN 

becomes adept at distinguishing between drowsy and alert states based on 

these visual cues. 

 

Once trained, the CNN is deployed in real-time drowsiness detection 

systems, where it continuously analyzes incoming video frames from the 

onboard cameras. By processing each frame, the CNN can detect subtle 

signs of drowsiness in the driver, such as prolonged eye closures. When 

the CNN identifies patterns indicative of drowsiness, it can trigger timely 

alerts or interventions to mitigate the risks associated with drowsy driving. 

These interventions may include auditory warnings, visual alerts on the 

dashboard display, or even automated adjustments to the vehicle's driving 

assistance systems to ensure the safety of the driver and other road users. 

 

On the other hand, RNNs are particularly well-suited for analyzing se-

quential data, making them valuable for processing time-series infor-

mation such as physiological signals. In the context of drowsiness detec-

tion, RNNs can complement CNNs by analyzing temporal patterns ex-

tracted from image sequences captured over time. 

 

For instance, RNNs can be employed to analyze the temporal evolution 

of eye movements captured in consecutive image frames. By treating each 

frame as a sequential data point, the RNN can learn to identify subtle 

changes over time that may indicate the onset of drowsiness, such as grad-

ual drooping of eyelids. 

 

Moreover, RNNs can also integrate additional contextual information, 

such as the driver's recent behavior or environmental factors, into the 

drowsiness detection process. By incorporating this context, the RNN can 

adapt its predictions dynamically based on the current driving conditions 

and the individual characteristics of the driver. 

2.3 Materials and Functioning  

The overview of the entire function is portrayed by the flowchart as 

shown in Fig.1. Image Sequence Input begins with a continuous stream of 

images captured by a camera where the sequence is concerned with se-

quential algorithm Recurrent Neural Network (RNN). Face Detection is 

where each frame is processed to detect faces using a face detection algo-

rithm convolutional neural networks (CNNs). Once a face is detected, the 

region containing the face is isolated for further processing. This process 

is followed by eye detection that is within the detected face region, eyes 

are identified using another detection algorithm. This could involve locat-

ing eye landmarks or using predefined eye templates to recognize eye re-

gions accurately shown in Fig. 2. 

 The state of each eye (open or closed) is continuously monitored over a 

series of frames. This is typically achieved by calculating the eye aspect 

ratio (EAR) for each eye based on the distances between key points around 

the eye, such as the corners of the eye and the midpoint of the eye. A con-

dition is checked to determine if either or both eyes have been closed for 

a specified number of consecutive frames (n frames). If this condition is 

met, it indicates potential drowsiness. If the condition of closed eyes for n 

frames is satisfied, an alert is triggered to notify the individual or relevant 

personnel about the potential drowsiness. Id the condition is not met the 

cycle repeats to Image Sequence Input: After generating the alert, the sys-

tem returns to processing the next frame in the image sequence, continuing 

the cycle of face detection, eye detection, and eye state tracking. 

 

 
Fig. 1 Flow chart drowsiness detection and alerting 

 

The Machine Learning models is trained using the standardized train-

ing chart as shown in Fig. 2. This face detection model contains 68 

landmarks from 0 to 67 and plots a map for the model to locate the eyes 

and its dimension like height and length. This map is standardized and 

is open sourced for the usage in face detection 

 
 
Fig. 2. Common training model for face detection 

 

The camera captures the image of the driver continuously at a baud rate 

of 9600, frame by frame. The positions of the eyes are located by the 

model and the width between the eyelids are calculated using the Eye As-

pect Ratio (EAR) as in Eq. (1) 

 

EAR = || p2 - p6 || + || p3 – p5 ||

  

 (1) 

          2|| p1 – p4 || 

 

where the points p1, p2, p3, p4, p5 and p6 are the landmarks plotted on 

the eyes and shown in Fig. 3. These points are used to calculate the relative 

distances between the lids and hence the eye aspect ratio. The eye aspect 

ratio is 0 for a closed eye and is greater when open. 
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Fig. 3 Landmarks for Eye Aspect Ratio 

 

The image Fig.4 shows the detection of the eyes interpreted by the Ma-

chine Learning model highlighted by the green lines. The green lines de-

pict the identification of the eyes with reference to the face detection model 

in Fig.2. The green lines are live and changes based on the opening and 

closing of the eyelids. In Fig. 4, the eyes are visibly open with the eye 

aspect ratio approximately equal to 1. In Fig. 5 the width of the green lines 

reduces when representing the eyes are closed which leads to alert gener-

ation. 

 
Fig. 4 Landmarks with eyes open 

 

 

Fig. 5 Landmarks with eyes closed  

A collection of 20 frames consecutively captured and continuously cal-

culated with a low EAR of approximately zero is the cue to drowsiness. 

This rate lasts for the driver to have the eyes closed for about 4 seconds. 

The duration is set to 4 seconds with the study of road safety and repetitive 

experiments to prevent accidents. This set of collected data is not only im-

plemented for detection but also updates and trains the model but in a con-

trolled limit to prevent overfitting which is necessarily controlled to reduce 

the occurrence of confusion matrix. This simulation is facilitated by py-

thon environment. 

Alert generation, the key step is extremely important to wake the driver 

from drowsiness. Different types of alert include auditory alerts, visual 

alerts. In this there are multiple alert generation not only for alerting the 

driver but also the co-drivers on the road. 

The alert generation beings with an alert warning “***ALERT!***” in 

the window in bright red color in a attempt to wake the driver up as shown 

in Fig.5 together with a beep alarming noise. This is purely generated 

through the inbuilt software and hardware of a system. In addition to this 

auditory alert, therein a collaboration with an external hardware system of 

coin vibrator and a Liquid Crystal Display (LCD). This extension is facil-

itated by a microcontroller Arduino UNO. 

Arduino UNO is a microcontroller that works in c programming provid-

ing ample number of input and output pins. Arduino UNO is best fit for 

this technology due to its capability to receive and transmit both analog 

and digital pulses through specified pins. It requires a voltage of approxi-

mately 5 volts for functioning which can be easily drawn from the software 

component. Arduino is simulated in the programming environment IDLE.   

Fig. 5 Hardware components for alert generation 

 

On receiving information from the model, the IDLE sends digital pulses 

indicating the driver is drowsy or not. If the driver is drowsy, the signal 

pulse of digital output 1 is send to the Arduino which a 5volts signal. On 

receiving the message, the Arduino activates the coin vibrator and the vi-

brator vibrates. Coin vibration motor of diameters 8mm to 12mm requir-

ing a voltage of 3volts power is used. The coin vibrator is the small scale 

representation of a physical alert to the driver where the driver’s seat is to 

be given a vibration similar to that provided by the speed cushions on road. 
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Simultaneously, there vehicle is equipped with an LCD display located in 

its exterior. This is used to provide a warning to the co-drivers on the road 

indicating the issue. The LCD display used is of the dimension 2x16 is the 

miniature of the running display to be placed on the vehicle. The LCD 

displays a message “SOUND HORN” to warn the drivers behind as shown 

in Fig. 6. This alerting method not only helps the co-drivers to be alert and 

prepared but also for their honks to act as an additional auditory alert sys-

tem for the drowsy diver to wake up.  

Fig. 6. Message on LCD 

 

When the Eye aspect ratio (EAR) increases meaning the eyelids are open 

and the driver is awake, the entire alerting system stops and the cycle con-

tinues. Every set of simulation and data images captured sequentially up-

grades the model and trains it for better performance to provide maximum 

possible accuracy. 

 

Conclusion 

The evolution of machine learning-based drowsiness detection 

marks a pivotal advancement in enhancing road safety. The transi-

tion from traditional methods to sophisticated algorithms, encom-

passing attention mechanisms, reinforcement learning, and explain-

able AI, underscores a commitment to accuracy and real-time re-

sponsiveness. However, challenges such as ethical considerations 

and inter-individual variability remain pertinent. Looking ahead, the 

future scope is exciting, with prospects including integration with 

autonomous vehicles, personalized monitoring, and collaboration 

with healthcare systems. Navigating this dynamic landscape re-

quires collaborative efforts among researchers, industry stakehold-

ers, and regulators. Continuous monitoring, iterative improvements, 

and adherence to ethical practices will play a crucial role in shaping 

the trajectory of drowsiness detection. Ultimately, this technology 

holds the promise of not only contributing to safer roads but also 

advancing our understanding of driver well-being, fostering a com-

prehensive approach to road safety. 
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