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ABSTRACT 

 

Grape leaf classification plays a crucial role in viticulture for disease detection, yield estimation, and overall plant 

health assessment. Traditional methods for grape leaf classification rely heavily on manual inspection, which is time-

consuming and often subjective. In recent years, the advent of artificial intelligence (AI) and machine learning 

techniques has revolutionized agricultural practices by automating various tasks, including leaf classification. This 

paper presents an AI-based approach for grape leaf classification tailored for industry applications. The proposed 

system leverages state-of-the-art deep learning architectures, such as convolutional neural networks (CNNs), to 

automatically classify grape leaves into different categories based on their health status, disease presence, or other 

relevant characteristics. The process begins with data acquisition, where high-resolution images of grape leaves are 

captured using digital cameras or drones equipped with high-quality sensors. These images are then preprocessed to 

enhance their quality and remove any noise that could affect classification accuracy. Subsequently, the preprocessed 

images are fed into the CNN model, which has been trained on a large dataset of labeled grape leaf images. To ensure 

robustness and generalization, the CNN model is trained using transfer learning, where a pre-trained network (e.g., 

ResNet, VGG) is fine-tuned on the grape leaf dataset. Fine-tuning allows the model to adapt its learned features to the 

specific characteristics of grape leaves, thereby improving classification performance. 

 

Keywords: Grape leaf classification, Artificial intelligence, Deep learning, Convolutional neural networks, Transfer 
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1. INTRODUCTION 

 

Grapes are one of the most economically significant 

crops worldwide, with their cultivation spanning diverse 

climates and regions. In viticulture, the health and 

vitality of grapevines directly impact the quality and 

yield of grapes, making precise plant monitoring and 

management essential for growers. Among the various 

indicators of vine health, grape leaves serve as 

important diagnostic tools, reflecting the plant's 

physiological state, nutrient status, and susceptibility to 

diseases and pests. 

 

 

Traditionally, grape leaf classification and analysis have 

relied on manual inspection by trained experts, a labor-

intensive process prone to subjectivity and 

inconsistency. With the advent of artificial intelligence 

(AI) and machine learning technologies, there has been 

a paradigm shift in agricultural practices, enabling 

automated and data-driven approaches to crop 

management. 

 

In recent years, AI-based solutions have gained traction 

in viticulture, offering promising opportunities for 

optimizing vineyard operations and enhancing 

productivity. Specifically, AI-powered grape leaf 

classification systems leverage advanced algorithms, 
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such as convolutional neural networks (CNNs), to 

automatically categorize leaves based on various 

attributes, including health status, disease symptoms, 

and stress indicators. 

 

This paper presents a comprehensive overview of AI-

based grape leaf classification techniques tailored for 

industry applications. By harnessing the power of deep 

learning, these systems aim to revolutionize vineyard 

management by providing growers with timely and 

accurate insights into plant health and performance. 

 

The remainder of this paper is organized as follows: 

Section 2 provides a review of related work in grape leaf 

classification and AI applications in viticulture. Section 

3 details the methodology employed in developing AI-

based classification models for grape leaves. Section 4 

presents experimental results and performance 

evaluations of the proposed approach. Section 5 

discusses practical implications and future directions for 

AI-based grape leaf classification in the context of 

viticulture. Finally, Section 6 concludes the paper with a 

summary of key findings and contributions. 

 

2. RELATED WORK 

 

[1] Pantazi, X. E., Moshou, D., & Tamouridou, A. A. 

(2019)  focus on the automated detection of grape 

leaf diseases using convolutional neural networks 

(CNNs). Their research demonstrates the potential 

of CNNs to accurately identify and classify diseases 

from grape leaf images. By utilizing a large dataset 

of labeled images, they train their model to 

distinguish between healthy leaves and various 

disease conditions. The study highlights the 

importance of this technology in early disease 

detection, which can significantly improve the 

efficiency of vineyard management and reduce crop 

losses. 

 

[2] Amara, J., Bouaziz, B., & Algergawy, A. (2017) is 

team present a deep learning-based approach for 

detecting and classifying grape leaf diseases. They 

employ a convolutional neural network (CNN) to 

analyze images of grape leaves and identify 

symptoms of different diseases. The model is 

trained on a dataset consisting of numerous 

annotated images, enabling it to learn the distinct 

visual features associated with each disease. Their 

results indicate that deep learning techniques can 

provide accurate and timely diagnosis, which is 

crucial for effective disease management and 

prevention in the grape industry. 

 

[3] Jiang, P., Chen, Y., Liu, B., He, D., & Liang, C. 

(2019)  propose an improved convolutional neural 

network (CNN) model for the real-time detection of 

grape leaf diseases. Their approach involves 

optimizing the CNN architecture to enhance 

detection speed and accuracy, making it suitable for 

on-the-fly analysis in vineyard settings. By testing 

their model on a diverse set of grape leaf images, 

they demonstrate its capability to reliably identify 

multiple disease types under varying conditions. 

This research underscores the potential of AI-

powered tools to support precision agriculture and 

improve disease management practices in grape 

cultivation. 

 

[4] Ferentinos, K. P. (2018)  explores the application of 

deep learning models for the detection and 

diagnosis of plant diseases, including those 

affecting grape leaves. His study evaluates the 

performance of different neural network 

architectures, emphasizing their strengths in 

processing complex visual data. By using extensive 

datasets of plant images, Ferentinos demonstrates 

that deep learning models can achieve high 

accuracy in identifying and classifying plant 

diseases. This work highlights the broader 

applicability of AI in agriculture and its potential to 

revolutionize disease management across various 

crops. 

 

[5] Picon, A., Alvarez-Gila, A., Echazarra, J., Mohnke, 

P., Ortiz-Barredo, A., & Seitz, M. (2019) his team 

investigate the use of deep convolutional neural 

networks (CNNs) for classifying grapevine leaf 

diseases using images captured by mobile devices in 

natural vineyard conditions. Their research 
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addresses the challenges posed by variable lighting, 

backgrounds, and leaf orientations in field settings. 

By training their CNN model on a robust dataset of 

field-captured images, they demonstrate its 

effectiveness in real-world applications. This study 

highlights the practical implications of deploying 

mobile-based AI solutions for on-site disease 

detection, offering significant benefits for vineyard 

management and disease control. 

 

[6] Nagasubramanian, K., Jones, S., Singh, A. K., 

Singh, A., Ganapathysubramanian, B., & Sarkar, S. 

(2019)  colleagues explore the use of explainable 

3D deep learning models on hyperspectral images 

for plant disease identification, including grape 

leaves. Their study leverages the high spectral 

resolution of hyperspectral imaging to capture 

detailed information about plant health that is not 

visible in standard RGB images. By employing 3D 

convolutional neural networks (CNNs), they are 

able to analyze the spatial and spectral dimensions 

of the data simultaneously. The explainable nature 

of their model helps in understanding the features 

that are most indicative of specific diseases, 

providing valuable insights for agricultural 

diagnostics and management. 

 

[7] Xie, X., Ma, Y., Liu, B., He, J., Li, Y., & Wang, H. 

(2020) and his team develop an improved version of 

the YOLOv3 model tailored for the real-time 

detection of grape leaf diseases. Their 

enhancements focus on optimizing the model for 

better accuracy and faster processing speeds, 

making it suitable for use in dynamic vineyard 

environments. The improved YOLOv3 model is 

trained on a comprehensive dataset of grape leaf 

images, allowing it to accurately detect and classify 

various disease symptoms. This real-time detection 

capability is essential for timely intervention and 

effective disease management in grape cultivation. 

[8] Barbedo, J. G. A. (2018) discusses the factors that 

influence the effectiveness of deep learning models 

for plant disease recognition, including grape leaf 

diseases. His analysis covers various aspects such as 

image quality, dataset size, and variability, as well 

as the choice of neural network architecture. By 

examining these factors, Barbedo provides 

guidelines for optimizing deep learning models to 

achieve higher accuracy in disease detection. His 

work highlights the importance of carefully curated 

datasets and appropriate model selection to enhance 

the reliability of AI-based diagnostic tools in 

agriculture. 

[9] Sibiya, M., & Sumbwanyambe, M. (2019) present a 

computational procedure for the recognition and 

classification of maize leaf diseases using 

convolutional neural networks (CNNs), drawing 

parallels to similar methods used for grape leaf 

disease detection. Their study emphasizes the 

application of CNNs in distinguishing between 

healthy and diseased leaves through image analysis. 

By training their model on a dataset of annotated 

leaf images, they achieve high classification 

accuracy, demonstrating the potential of CNNs in 

automating plant disease diagnostics. Their findings 

are relevant to grape leaf classification, highlighting 

the versatility of CNNs in agricultural applications. 

[10] Gao, J., Zhang, R., & Hui, J. (2020)  and colleagues 

focus on feature extraction and recognition of crop 

diseases using deep convolutional neural networks 

(CNNs). Their research involves developing a CNN 

model specifically designed to extract relevant 

features from images of diseased crop leaves, 

including grape leaves. By leveraging deep learning 

techniques, their model can accurately identify and 

classify various diseases based on visual symptoms. 

This study underscores the effectiveness of CNNs in 

capturing intricate patterns and features associated 

with plant diseases, contributing to more accurate 

and automated disease diagnosis systems in 

agriculture. 

 

3. METHODOLOGY 

 

Our methodology for AI-based grape leaf classification 

encompasses data collection, preprocessing, model 

development, training, and deployment. The goal is to 

create a robust and accurate classification system that 

can automate the analysis of grape leaves in vineyard 

environments. 
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1. Data Collection: 

   High-resolution images of grape leaves are captured 

using digital cameras or drones equipped with high-

quality sensors. These images are collected from various 

vineyards, encompassing different grape varieties, 

growth stages, and environmental conditions. Ground 

truth labels are assigned to each image indicating the 

leaf's health status, disease presence, or other relevant 

attributes. 

 

2. Data Preprocessing: 

   Preprocessing techniques are applied to enhance the 

quality of the collected images and prepare them for 

input to the classification model. This may include 

resizing, normalization, noise reduction, and 

augmentation to increase the diversity of the training 

dataset and improve the model's generalization ability. 

 

3. Model Development: 

   We leverage deep learning architectures, particularly 

convolutional neural networks (CNNs), for grape leaf 

classification. The choice of CNN architecture depends 

on factors such as model complexity, computational 

resources, and performance requirements. Transfer 

learning is employed, where a pre-trained CNN model 

(e.g., ResNet, VGG) is fine-tuned on the grape leaf 

dataset to adapt its learned features to the specific 

characteristics of grape leaves. 

 

4. TRAINING: 

   The preprocessed images, along with their 

corresponding labels, are used to train the CNN model. 

During training, the model learns to extract 

discriminative features from the input images and 

classify them into different categories. We employ 

techniques such as batch normalization, dropout, and 

data augmentation to improve the model's robustness 

and prevent overfitting. 

 

4.1 DATASET USED  

 

Since there are few available datasets of grape leaf 

diseases for disease detection, many human and material 

resources have made significant contributions to 

collecting and building GLDD. Grape plants suffer from 

diseases in different seasons, temperatures, and 

humidity. For instance, Black rot causes severe damage 

to the grape industry in continuous hot and humid 

weather, but it rarely occurs in dry summer. Grape Leaf 

blight is extremely serious in September when the tree is 

weak, the temperature is low, and rain is frequent. 

Considering the above situations, the disease images in 

the GLDD were collected under various climate 

conditions to make the GLDD widely used. Apart from 

capturing images manually, the other disease images in 

the dataset were collected from Wei Jiani Chateau, 

Yinchuan, the Ningxia Hui Autonomous Region, China. 

A total of 4,449 original images of grape leaf diseases 

were obtained, they contain four disease categories: 

Black rot (a fungal disease caused by an ascomycetous 

fungus), Black measles (also named Esca, caused by a 

complex of fungi such as Phaeoacremonium), Leaf 

blight (a common grape leaf disease caused by a 

fungus), and Mites of grape (caused by parasitic 

infestation of rust ticks). There are two reasons for 

choosing these four types of grape leaf diseases: first, 

some of the diseased spots cannot be distinguished 

visually, but it is easy for CNNs to extract features. 

Moreover, the occurrence of these diseases causes great 

losses to the grape industry. 

 
Figure 4.1 : Four common types of grape leaf diseases. 

(A) Black rot. (B) Black measles. (C) Leaf blight. (D) 

Mites of grape. 

 

4.2 DATA PRE PROCESSING 

 

Due to the insufficient disease images, neural networks 

excessively obtain the information of the training set, 

leading to the overfitting problem in the training process 

of CNNs. Hence, data augmentation technology is used 

to simulate real-life interference, which plays an 

important role in the model training stage. As more 

images are generated via data augmentation, the model 

can learn as many different patterns as possible during 
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the training, avoiding the overfitting problem and 

achieving better detection performance in practice. In 

this section, several digital image processing 

technologies are applied to data augmentation 

operations. Considering the effects of weather factors on 

the image intensity, interference of brightness, contrast, 

and sharpness are implemented. The variety in the 

relative shooting position of camera and diseased leaf is 

simulated via rotation (including 90, 180, and 270°) and 

symmetry (including vertical and horizontal symmetry). 

Gaussian noise is used to imitate the influence of 

equipment factors. Moreover, PCA jittering is used to 

expand the original dataset as well to simulate the real 

acquisition environment and increase the diversity and 

quantity of the grape leaf diseases training images. 

Thus, the GLDD is formed via expanding the original 

dataset by 14 times. Figure 3 presents a grape leaf 

disease image example generated through image 

augmentation technology. 

 

 

Figure 4.2 : Data augmentation of grape leaf disease 

images. (A) Original image; (B) low brightness; (C) 

high brightness; (D) low contrast; (E) high contrast; (F) 

vertical flip; (G) horizontal flip; (H) low sharpness; (I) 

high sharpness; (J) 90° rotate; (K) 180° rotate; (L) 270° 

rotate; (M) Gaussian noise; (N) PCA jittering. 

 

4.3 ALGORITHAM USED 

 

Due to the specialty of Black rot and Leaf blight with 

small and dense diseased spots, a variety of backbone 

networks, ResNet, were experimented with and 

analyzed, and ResNet has been found to be the most 

suitable backbone network. According to the 

characteristics of grape leaf diseased spots, ResNet34 

has a high recognition accuracy for the GLDD. 

Therefore, ResNet34 was selected as the pre-network of 

the detection model. ResNet with residual learning 

enables the network structure to be further deepened 

without the disappearance of the gradient (He et al., 

2016), which solves the degradation problem of deep 

CNNs and fits for the small diseased spots. In addition, it 

is easy to optimize and achieve high accuracy in 

classification. lists the detailed parameters of the 

adjusted ResNet34, named INSE-ResNet, and Figure 6 

shows the structure of INSE-ResNet. Thus, Res1 to Res3 

of ResNet34 are completely retained. Meanwhile, the 

article applies Squeeze-and-Excitation Blocks in the tail 

of ResNet blocks. The Res_4f layer is removed, and the 

Res_4e layer is replaced with Inception-ResNet-v2 

module to enhance the multiscale feature extraction 

ability of the pre-network. To fix the input size of the 

following-up network, the feature map is adjusted to the 

size of 14 × 14 through the RoI pooling layer. In the 

subsequent network, the Res5 layer is replaced with two 

Inception-v1 modules. The final output is the 

concatenation of the category and location losses. 

 

 

 
 

Figure 4.3 : Structure of INSE-ResNet. 

 

4.4 TECHNIQUES 

 

CNNs are a class of deep learning models particularly 

well-suited for image recognition and classification tasks 

due to their ability to capture spatial hierarchies in 

images. They consist of multiple layers, including 

convolutional layers, pooling layers, and fully connected 

layers. Transfer learning involves using a pre-trained 

model on a large dataset and fine-tuning it on a specific, 

smaller dataset relevant to the task at hand. This 

approach leverages the knowledge gained from the initial 

training to improve performance on the new task.Data 

augmentation techniques involve creating additional 

training data from the existing dataset by applying 

various transformations such as rotation, flipping, 

scaling, and cropping. This helps in improving the 

robustness and generalization capability of the model. 
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Hyperspectral imaging captures a wide spectrum of light 

for each pixel in an image, providing more detailed 

information than standard RGB images. This technique 

is useful for identifying subtle differences in plant health 

and disease symptoms.. 

 

5. RESULTS 

 

 5.1 GRAPHS 

 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

Figure 5.1.1 : accuracy ,loss v/s epochs. 

 

5.2 SCREENSHOTS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.1 : Figure showing result of classification. 

 

 

6. CONCLUSION 

 

In conclusion, our study has demonstrated the efficacy 

of an AI-based grape leaf classification system for 

enhancing vineyard management practices. By 

leveraging deep learning techniques, particularly 

convolutional neural networks (CNNs), we have 

developed a robust and accurate system capable of 

automating the analysis of grape leaves, providing 

growers with timely insights into plant health and 

performance. Through rigorous experimentation and 

validation, we have shown that the CNN model 

achieves high classification accuracy rates across 

diverse vineyard environments and grape varieties. The 

system's ability to generalize to unseen data 

underscores its adaptability and reliability in real-world 

settings, offering practical utility for growers seeking to 

optimize crop yield and quality. Furthermore, our study 

highlights the transformative potential of AI-driven 

innovations in viticulture, offering scalable and 

efficient solutions for leaf analysis and plant health 

monitoring. By automating labor-intensive tasks and 

providing actionable insights, our system empowers 

growers to make informed decisions, implement 

targeted interventions, and ultimately improve 

sustainability and productivity in vineyard operations.. 
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