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Abstract - This AI based image caption generator is 

developed for the purpose for image caption generating 

so that it helps the visually and verbally impaired 

individuals. The objective of this is that a Blind person 

can upload the image and can get a description of the 

image that can help them understand it. Here text to 

speech module is also used so that it can be heard by the 

blind individual. 
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1.INTRODUCTION  

 

In today’s visually-driven digital world, images are a 

primary medium of communication and expression. 

Social media platforms, educational content, and online 

services heavily rely on visual content to engage users. 

However, this reliance on images can pose significant 

challenges for visually and verbally impaired individuals 

who cannot easily access or interpret such content. The 

AI-Based Image Caption Generator is a web application 

developed to enhance accessibility for visually and 

verbally impaired individuals. In a world increasingly 

dominated by visual content, many people face barriers to 

accessing and understanding images shared across 

platforms like social media, educational websites, and 

digital communication tools. This project aims to address 

these challenges by leveraging artificial intelligence to 

generate descriptive captions for images automatically. 

 

2. PROBLEM STATEMENT  

Current image captioning systems lack comprehensive 

accessibility features, making it difficult for visually and 

verbally impaired individuals to fully engage with visual 

content. Existing solutions often separate image 

captioning from text-to-speech and translation services, 

creating barriers to seamless understanding and 

interaction. There is a need for an integrated platform that 

provides accurate image descriptions, supports multiple 

languages, and offers intuitive accessibility features 

within a single, scalable application. 

Existing image captioning systems often fail to address 

the needs of users with disabilities effectively. While 

some offer image descriptions, they typically do not 

integrate text-to-speech or translation functionalities, 

limiting accessibility. Users with visual or verbal 

impairments may struggle to understand and interact with 

visual content fully. Therefore, there is a need for a unified 

solution that combines automatic image captioning, 

multilingual support, and text-to-speech capabilities to 

enhance accessibility and user experience for all. 

3. SYSTEM METHODOLOGY 

A. Convolutional Neural Network (CNN) 

The CNN is designed in such a way that the benefit of 2D 

structure of input image can be taken. This target is 

accomplished with the help of number of local 

connections and tied weights along with various pooling 

techniques which result in translation invariant features. 

The convolutional networks are currently used in visual 

recognition. There are number of convolutional layers in 

CNN. After these convolutional layers, next layers are 

fully connected layers as in multilayer neural network 

[14].  The main advantages of using CNN are ease of 

training and possessing less parameters as compared to 
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other networks with equal number of hidden states. For 

this work, we are using Visual Group Geometry (VGG) 

network, which is Deep CNN for large scale image 

recognition [15]. It is available in 16 layers as well as 19 

layers. The classification error results for both 16 and 19 

layers are almost same for validation set as well as test 

set, which is around 7.4% and 7.3%. This model gives the 

features of images which are used in further process of 

caption generation. 

 

 
 

Fig -1: Convolutional Neural Network (CNN) 

 

 

 

B. Recurrent Neural Network (RNN) 

Recurrent Neural Network (RNN) is a type of neural 

network designed for sequential data, such as text, 

speech, and time series. Unlike traditional neural 

networks that process inputs independently, RNNs have 

loops that allow them to retain information from previous 

inputs, making them useful for tasks where context is 

important. 

How Does RNN Work? 

Instead of treating each input independently, an RNN 

remembers previous inputs through hidden states. It 

processes sequences step by step while retaining relevant 

past information. 

• Input Layer → Takes in sequential data (e.g., a 

sentence: "The cat is sleeping"). 

• Hidden Layer → Processes each word and 

maintains memory through recurrent 

connections. 

• Output Layer → Generates predictions (e.g., 

next word in a sentence). 

•  

At each time step t, the RNN updates its hidden state: 

 

ht  =  f(W . xt + U . ht-1 + b)…………(i)  

 

where: 

• xt is the input at time t 

• ht-1 is the previous hidden state 

• W, U are weight matrices 

• b is the bias 

• f is an activation function (like Tanh or ReLU) 

 

 
 

Figure 2. The model structure of RNN 

 

 

C. Long Short-term Memory (LSTM) 

The transitory dynamics in a set of things are 

modelled 

by using a recurrent neural network [17]. It is very 

difficult for ordinary RNN to acquire long term dynamics 

as they get vanished and exploding weights or gradients 

[9]. The memory 

cell is main block of LSTM. It stores the present value for 

long 

period of time. Gates are there for controlling update time 

of 

state of cell. The number of connections between memory 

cell 

and gates represent variants. 

Our model is based on the LSTM block which 

depends on the LSTM with no peephole architecture as 

shown in Fig. 3. The memory cell and gates of LSTM are 

having following relations: 
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D. Image Captioning and text Generation 

Image caption is a basic multimodal problem in 

the field of artificial intelligence, which connects 

computer vision with natural language generation. It can 

be divided into two steps, feature extraction and natural 

language generation. Kiro set al. [32] introduced the 

neural language model of multimodal 

constraint and used CNN to learn the word representation 

and 

image features together. Vinyals et al. [33] proposed a 

generation model based on deep RNN architecture. Given 

the training image, the model could be trained to 

maximize the probability of the target sentence 

 

(i) BLIP: Bootstrapping Language-Image Pre-training for 

Unified Vision-Language Understanding and Generation 

 

Vision-Language Pre-training (VLP) has 

advanced the performance for many vision-language 

tasks. However, most existing pre-trained models only 

excel in either understanding-based tasks or generation-

based tasks. Furthermore, performance improvement has 

been largely achieved by scaling up the dataset with noisy 

image-text pairs collected from the web, which is a 

suboptimal source of supervision. In this paper, we 

propose BLIP, a new VLP framework which transfers 

flexibly to both vision-language understanding and 

generation tasks. BLIP effectively utilizes the noisy web 

data by bootstrapping the captions, where a captioner 

generates synthetic captions and a filter removes the 

noisy ones. We achieve state-of-the-art results on a wide 

range of vision-language tasks, such as image-text 

retrieval (+2.7% in average recall@1), image captioning 

(+2.8% in CIDEr), and VQA (+1.6% in VQA score). 

BLIP also demonstrates strong generalization ability 

when directly transferred to video language tasks in a 

zero-shot manner. Code, models, and datasets are 

released. 

 

 
 

Figure 4. BLIP: Bootstrapping Language-Image Pre-

training for Unified Vision-Language Understanding and 

Generation 

 

(i) SpeechT5 (TTS task) 

 

T5 (Text-To-Text Transfer Transformer) in pre-

trained natural language processing models, we propose 

a unified-modal SpeechT5 framework that explores the 

encoder-decoder pre-training for self-supervised 

speech/text representation learning. The SpeechT5 

framework consists of a shared encoder-decoder network 

and six modal-specific (speech/text) pre/post-nets. After 

preprocessing the input speech/text through the pre-nets, 

the shared encoder-decoder network models the 

sequence-to-sequence transformation, and then the post-

nets generate the output in the speech/text modality based 

on the output of the decoder. 
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Figure 2. Speech T5 Architecture  

E. Results 

(i) Datasets 

These datasets consist of images and description of 

image in the form of sentences in natural language such as 

English. The statistics of datasets are as shown in Table I. 

In these datasets, each image is described by observers 

with 5 different sentences that are relatively visible and 

impartial. 

 

(ii) Results 

The model has been trained for 50 epochs. As number 

of epochs used are more, it helps to lower the loss to 3.74. 

If we consider the large dataset then we should use more 

epochs for accurate results. Some results generated are as 

shown in Fig. 4. By using the Flickr8k dataset for training 

model and running test on the 1000 test images available 

in dataset results in BLEU = 0.53356. For Flickr30k 

dataset, running test on same number of test images 

available in dataset results in BLEU = 0.61433 and for 

MSCOCO dataset running test on images results in BLEU 

= 0.67257. 

 

F. Conclusion  

The AI-Based Image Caption Generator project 

successfully demonstrates the potential of leveraging AI 

to improve accessibility for visually and verbally impaired 

individuals. By incorporating advanced techniques such 

as convolutional neural networks (CNN) and natural 

language processing (NLP), the application efficiently 

generates accurate and descriptive captions for images. 

The integration of features like text-to-speech and Braille 

script enhances usability for a diverse audience.                                                                                                                                                                                               

Through continuous refinement and performance 

optimization, the system has proven effective in 

generating meaningful image descriptions.                                                                                                                                                                                    

• The project successfully integrates advanced AI 

techniques to enhance accessibility for impaired 

users. 

• It demonstrates the practical application of AI in 

real-world scenarios, particularly for assistive 

technology. 

 

• The robust and user-friendly interface, powered 

by the MERN stack, ensures seamless interaction 

and engagement.  
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