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Abstract - Maintaining precise posture and movement
align- ment is fundamental in fitness and dance training,
where incor- rect technique can result in reduced
performance and increased injury risk. Traditional
instruction methods and mobile appli- cations provide
limited real-time feedback and lack
personalization. This paper presents an Al-Powered

corrective

Personalized Coach, an intelligent system designed to
deliver adaptive guidance and instant posture correction
using advanced computer vision and deep learning. The
framework integrates YOLOvVS for real-time human
detection and MediaPipe for 33-point skeletal landmark
estimation, enabling high-accuracy motion tracking.
Detected joint angles are analyzed through a hybrid rule-
based and machine-learning model that classifies posture
deviations as correct, incorrect, or unsafe. The system
provides immediate feedback via visual overlays and
synthesized voice prompts while logging performance
evaluation. A

metrics for long-term progress

reinforcement-style learning loop allows dynamic
adaptation of feedback based on user improvement
trends. Experimental evaluation demonstrates improved
accuracy in posture recognition, reduced feedback
latency, and enhanced engagement compared to
traditional systems. This work contributes a scalable,
low-cost, and domain-flexible framework that bridges the
gap between human coaching and intelligent automation
in fitness and dance training.

Index Terms—Artificial Intelligence, Computer Vision,
Deep Learning, MediaPipe, YOLOvS5, Real-Time
Feedback, Posture Correction, Personalized Training

L.INTRODUCTION

The increasing adoption of artificial intelligence (Al) and
computer vision has transformed the way humans interact
with technology in health, fitness, and performance
domains [1], [2]. Maintaining correct posture and
movement is essential for optimizing performance and
preventing injuries, particularly in physically demanding
disciplines such as fitness training and dance. However,
traditional coaching methods heavily rely on human
trainers, whose availability and affordability often limit
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accessibility and consistency in guidance. As a result,
users frequently struggle with improper techniques,
inadequate feedback, and reduced motivation to sustain
long-term progress.

The proposed Personalized Al Coach is an intelligent,
real-time feedback system designed to address these
limitations. It leverages advanced Al models and
computer vision algorithms to detect, analyze, and correct
user posture and movement during both fitness and dance
sessions. Using frameworks such as YOLOvS5 and
MediaPipe [6], [7], the system captures key body
landmarks and compares them with standard reference
postures to evaluate accuracy. Instant corrective
suggestions are then provided to users, enhancing self-
learning and minimizing the risk of physical strain.
Unlike conventional systems, this Al-driven solution
operates without dependence on human trainers, making
it accessible anytime and anywhere [3], [4]. The approach
ensures continuous, cost-effective, and personalized
support that adapts dynamically to user performance.

A unique contribution of this research lies in the
integration of multiple domains—fitness and dance—into
a single adaptive platform. Existing posture-correction or
fitness-assistance systems typically specialize in one
domain, limiting their usability and personalization
potential [5S]. The AI Coach bridges this gap by
accommodating diverse movement patterns, skill levels,
and training goals. Its intuitive user interface enables
smooth interaction, real-time visualization, and progress
tracking over time. Furthermore, motivational feedback
mechanisms are incorporated to foster engagement and
encourage users to achieve specific milestones [9].
Overall, this work contributes to the advancement of Al-
assisted training systems, emphasizing accessibility,
adaptability, and intelligent self-improvement through
human-centered machine learning [10].

Posture correction and movement guidance play a vital
role in enhancing physical performance and preventing
injuries. Existing training resources (video tutorials,
single-domain apps) often lack real-time, personalized
feedback and cannot adapt to a user’s long-term progress.
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This paper proposes an Al-Powered Personalized Coach
that integrates computer vision models and adaptive
learning to provide real-time corrective feedback for both
fitness and dance activities. The objectives are: [1]
provide accurate real-time pose estimation using
YOLOvS5 and MediaPipe; [2] deliver personalized
adaptive feedback based on user performance history; and
[3] design a modular system that supports progress
tracking and future extensibility.

2. LITERATURE SURVEY

The integration of Artificial Intelligence (AI) and
Computer Vision in posture analysis, fitness monitoring,
and dance coaching has become a major research focus.
The literature can be broadly categorized into four areas:
pose estimation and detection frameworks, Al-based
motion analysis and feedback systems, personalized
training models, and multi-domain fitness—dance
applications. While notable advances have been made in
each area, key challenges remain in personalization,
scalability, and real-world adaptability [1], [2].

Recent studies on pose estimation emphasize lightweight
and accurate frameworks such as MediaPipe, OpenPose,
and YOLO-family models. Yeong-Min Ko (2023)
demonstrated that combining YOLOvVS with MediaPipe
achieved precise real-time posture correction in fitness
activities but was limited to a few exercises and lacked
adaptive learning [1]. Similarly, Lingjun Xiang (2023)
proposed a perceptual feature integration method that
improved dance action recognition accuracy using large
datasets, yet offered no real-time corrective feedback or
personalization [2].

Parallel work in Al-driven feedback systems explores
deep learning and time-series models for performance
evaluation. Nair et al. (2025) implemented a Vision
Transformer with Dynamic Time Warping (DTW) for
personalized dance feedback [3], but the model was
limited to ballet and lacked dataset diversity. Gurbuxani
et al. (2024) introduced a Virtual Fitness Trainer using
MediaPipe and OpenCV for progress tracking [4], but it
supported limited exercises and was desktop-dependent,
raising privacy concerns.

Systematic reviews such as that by Multiple Authors
(2024) have outlined AI’s potential in feedback-driven
training across sports, though most
implementations confined to controlled
environments, with limited real-world adoption [5].

fitness and
remain
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Overall, current systems are domain-specific and fail to
offer a unified solution adaptable to diverse physical
activities. Real-time feedback remains static and non-
personalized, while computational demands and privacy
issues restrict mobile deployment [9].

To address these limitations, the proposed Al-Powered
Personalized Coach presents a unified framework
integrating posture estimation, movement analysis, and
adaptive feedback. By leveraging YOLOv5 and
MediaPipe [6], [7], it enables accurate, real-time tracking
and tailored user improvement. The system bridges the
gap between fitness and dance domains, providing an
intelligent, accessible, and privacy-aware platform for
continuous,  self-guided training and progress
enhancement [10].

TABLE I: Comparison of Related Research Papers

Title Author | Publication | = Prog Cons
& Year
Real-Time Al Yeong-Min Ko IEEE, 2023 Real-time - Limited to 3
Posture posture exercises
Correction ~ for correction - Computationall
Powerlifting Accurate y heavy No
Exercises Using detection using long-term
YOLOv5  and YOLOVS & personalization
MediaPipe MediaPipe
Perceptual Lingjun Xiang IEEE, 2023 Novel approach Focus only on
Feature using Large recognition, not
Integration for dataset for personalised
Sports Dancing validation High feedback Very
Action Scenery accuracy in complex models
Detection and dance action High
Optimisation recognition data/computatio
n requirements
Al-Powered Roshen Nair, 2025 Real-time Focus mainly on
Dance Coaching | Arnold  Yang, personalized ballet, uses 2D
via Pose Henry Zhou feedback pose estimation,
Estimation, supports flexible | limited dataset,
Vision move order uses occasional
Transformers, Vision feedback
and DTW Transformer and | hallucinations
DTW
Virtual Fitness Shrey 2024 Real-time Real-time
Trainer using Gurbuxani, feedback with feedback with
Artificial Lakshay Gupta, MediaPipe & MediaPipe &
Intelligence Dr. Kapil Madan OpenCV OpenCV
personalized personalized
ML workout ML workout
plans progress plans progress
tracking tracking
Machine Multiple 2024 Comprehensive Review paper
Learning for Authors survey of ML with limited
Real-Time techniques for application and
Exercise exercise experimental
Correction and correction and detail
Injury injury
Prevention: A prevention
Systematic
Review
3. SYSTEM ARCHITECTURE AND

METHODOLOGY
A. Overview
The Al-powered Personalized Coach integrates Al,

computer vision, and adaptive learning for real-time
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feedback [10]. It consists of three layers: (1) Input —
captures live video; (2) Processing — detects the user,
extracts body landmarks, and analyzes posture; (3)
Feedback — provides corrective cues and stores
performance data. This modular design supports
scalability in fitness and dance training [4], [6].

B. Data Flow and Core Components

The system streams video into the Al model for frame-
by-frame analysis. It extracts kinematic metrics (e.g.,
joint angles, velocity, ROM) from body landmarks and
compares them to expert data for technique evaluation

[2]. A personalization module adapts training intensity
based on user progress [3].

Tmproper
Technique &
Lack of Supervision

——

Al Pose Detection Real-Time Lower Injury Risk
(YOLOVS5 + MediaPipe) Personalized Feedback & Faster Learning

Fig. 1: Al-driven posture correction pipeline from risk

factors to outcomes.

These theoretical and empirical results validate the
pedagogical foundation underlying the AI Personal
Coach system, where personalized real-time feedback
and progressive difficulty scaling mirror the most
effective evidence-based learning mechanisms [9], [10].

C. Human Detection

YOLOVS is used to detect the human body in each frame
with high accuracy (97%) [7]. The detected bounding box
is passed to the pose estimation module, reducing
background noise and computational load [6].

Fig. 2: System architecture showing complete data flow
from acquisition to adaptive feedback and user
personalization [10].

Joint angles are calculated using vector geometry and
compared to expert reference values. A deviation > 15%
triggers feedback on incorrect posture, while < 5% is
considered optimal [1], [2]. Dynamic Time Warping
(DTW) aligns cyclic motions (e.g., dance, exercise) with
reference trajectories, even under tempo variations [8].

F. Feedback Generation

Real-time feedback is given via visual overlays, text, and
audio cues, adapting in frequency based on user skill level
[3], [10]. Beginners receive frequent guidance, while
advanced users get periodic summaries.

G. Personalization Engine

The system adapts session difficulty and feedback based
performance, simulating human
progression strategies [10]. Consistent improvement
prompts harder exercises; recurring form issues lead to

on user trainer

simpler variations and more guidance.

H. Data Storage and Reporting

Session data, including joint angles and correction times,
are stored in a SQL database for long-term tracking [9].
Raw video is discarded to ensure privacy, and analytics
dashboards provide progress reports and exercise history.

I. Operational Flow Summary

The system captures video, tracks body motion, evaluates
posture against ideal models, and provides feedback [6].
Data-driven adjustments refine user training, ensuring
personalized, safe, and effective learning experiences in
fitness, dance, and rehabilitation [10].

Video Capture Person
(Webcam / Mobile) Detection

Pose Estimation Kinematic Feature
(MediaPipe Extraction (Angles,

‘( Adaptive Feedback ]

Personalization Module
(Progress Tracking, Reinforcement

‘( Database &
o Analytics (SQL,

" [ (Visual, Textual,
T OP(W

D. Pose Estimation and Landmark Tracking

MediaPipe BlazePose estimates 33 key body landmarks,
using a two-stage pipeline for accurate real-time pose
tracking (30+ FPS) [6]. Landmark coordinates are used
for posture evaluation and joint angle computation.

E. Kinematic Analysis
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A. System Overview

The Al-Powered Personalized Coach provides real-time
posture correction and personalized training for fitness
and dance. It integrates computer vision, machine
learning, and automated feedback across three layers: (1)
Input — captures live video; (2) Processing — detects
users, estimates poses, and analyzes motion; (3) Output
— delivers feedback, tracks performance, and updates
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progress [6]. This modular design allows easy expansion
of exercises and feedback methods without retraining the
system [10].

B. Input Acquisition

Video input is captured at 30—-60 FPS from webcams or
smartphones via WebRTC or OpenCV [9]. The video
undergoes preprocessing  (resizing, normalization,
background suppression) before being divided into
frames for real-time pose inference, with feedback
latency under 200 ms [10].

C. Human Detection and Pose Estimation

YOLOVS5 detects the user in the video feed [7], while
MediaPipe BlazePose extracts 33 key body landmarks
[6], including joints like shoulders, elbows, and knees.
These landmarks form the basis for 3D skeletal modeling.
The two-stage detection-tracking model
consistent pose analysis regardless of camera distance
[10].

ensurcs

D. Feature Extraction and Analysis

Kinematic features like joint angles, range of motion, and
velocity are computed from the landmarks [1], [2]. Joint
angles are calculated using cosine similarity between
adjacent limb vectors, and deviations from expert
reference data are quantified [3]. Temporal patterns,
especially for dance or repetitive movements, are aligned
using Dynamic Time Warping (DTW) [8].

E. Adaptive Feedback Generation
Posture errors are corrected using rule-based logic and
machine learning. Feedback is delivered through:

° Visual Cues: Real-time overlays
highlighting misaligned joints.
° Text Prompts: Dynamic instructions

(e.g., “Straighten your back”).
° Voice Guidance: Speech synthesis for
auditory correction [10].
The frequency of feedback adapts as the user improves,
reducing redundant cues once consistency is achieved.

Video . MediaPipe
Input YOLOVS Detection Pose Estimation
(Camera )

]
J

[ Adaptive Feedback ]

L _

(

[ Data Storage

Fig. 3: Functional flow of the proposed system: data
acquisition, detection, pose estimation, feedback, and
personalization [10].

© 2025, IJSREM | https://ijsrem.com

F. Personalization and Progress Tracking

The system adapts to each user via a reinforcement loop
[3], [10]. Performance data (e.g., deviation, feedback
frequency) updates proficiency scores, influencing future
session difficulty. Consistent improvements lead to
harder exercises or added resistance, ensuring ongoing
challenge
efficiency.

while prioritizing safety and learning

G. Data Storage and Security

Metrics and progress summaries are stored in an
encrypted SQL database [9]. Data transmission is secured
via HTTPS and token-based authentication, and the
system allows data export for session review by users or
physiotherapists.

H. System Strengths
The system offers:

° Dual-domain adaptability for fitness and
dance.

° Sub-200 ms real-time feedback.

° Progressive  personalization through
reinforcement learning.

° Privacy-conscious operation (no raw
video storage).

° Low-cost device compatibility using

efficient deep learning models [6], [7], [9], [10].

These features make the system an accessible, reliable,
and scalable solution for digital fitness and dance
training.

5. IMPLEMENTATION AND TOOLS

A. Development Environment

The system was developed using Python 3.10, with
PyTorch 1.13 for model training and inference [10],
enabling real-time posture analysis on GPUs. MediaPipe
was used for pose estimation [6], optimized for mobile
hardware. The backend is built with Flask, and the
frontend uses React.js for asynchronous video frame
transmission and feedback rendering [9].

B. Pose Estimation Pipeline

YOLOVS5 detects the human subject [7], and MediaPipe
BlazePose extracts 33 key body landmarks per frame [6].
Joint angles are computed using Euclidean geometry, and
deviations from expert models are quantified using a
deviation score, which helps assess posture alignment [1],

[2].
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C. Feedback Generation and Rendering

A rule-based engine and neural classifier trigger real-time
feedback (visual, text, and voice) when posture errors
exceed safety thresholds (e.g., spine flexion > 20°) [10].
The system adjusts feedback frequency based on user
improvement, embodying reinforcement learning
principles [3].

D. Frontend and User Interface

Built with React.js, the Ul features live pose overlays,
textual/graphical feedback, and a performance dashboard
[9]. D3.js and Chart.js visualize metrics such as posture
accuracy, improvement over sessions, and repetition
count. WebRTC enables low-latency video streaming.

E. Database and Cloud Deployment

MySQL stores session data (metrics, feedback logs), with
encrypted data transmission via HTTPS and JWT
authentication [9]. The app can be deployed locally or on
cloud platforms like AWS or Google Cloud, using
Docker and NGINX for load balancing [10].

F. Testing and Performance Evaluation

The system achieved a 160 ms latency per frame and
97.8% detection accuracy under standard conditions [7].
Field testing showed a 45% improvement in user
correction accuracy over five sessions [10]. The system
performs well on mid-range smartphones, sustaining 22—
26 FPS [6].

G. Sensing and Preprocessing

Video frames are captured via getUserMedia or native
webcam APIs. Preprocessing includes resizing, RGB
conversion, and background suppression, maintaining a
sub-10 ms cost per frame on commodity CPUs [9].

H. Person Detection and Pose Estimation

YOLOVS detects the user [7], with the cropped region
passed to MediaPipe BlazePose for real-time landmark
extraction [6]. This reduces false detections from
background noise and improves temporal stability [10].

I. Kinematic Features and Angle Computation

Joint angles are calculated using cosine similarity
between adjacent limb vectors, and posture deviation is
measured against expert templates [1], [2]. Deviations
determine whether the posture is correct, incorrect, or
unsafe [10].

J. Temporal Matching for Dance and Cyclic Motions

For dynamic motions like dance, Dynamic Time Warping
(DTW) compares user movements to reference
sequences, accommodating speed variations and
providing targeted feedback [8].

Landmarks

Angles/ROM
(33 points) i

DTW Scoring

User Frame
Movement Capture

Metrics
& Trends

[ Eucsd O\fcr’lays] [ f’lcrsona

)

lization ]

Fig. 4: Level-1 data flow: capture — landmarks —
analysis — cues; metrics feed personalization and reports
[10].

K. Adaptive Feedback Engine

Feedback is generated based on posture errors,
prioritizing safety (e.g., spinal alignment). Real-time cues
are delivered via overlays, text, and voice prompts with
less than 200 ms latency for effective learning [10].

L. Personalization Loop

User progress is tracked using weighted errors, adjusting
session difficulty and feedback frequency to promote
continuous improvement and avoid plateaus [3].

M. Data, Reports, and Privacy

Only derived metrics (landmarks, angles) are stored, with
raw video discarded for privacy [9]. Data is stored in
MySQL for trend analytics, and secure access is ensured
with HTTPS and role-based permissions [10].

N. Runtime Performance Targets

On a mid-range laptop, BlazePose sustains 25-30 FPS
[6], with GPU or WebGPU acceleration exceeding 30
FPS. The system targets <200 ms end-to-end latency to
align with motor-learning best practices [10].

6. CONCLUSIONS

The proposed Al-Powered Personalized Coach
introduces an intelligent approach to combining computer
vision and deep learning for real-time posture correction
and adaptive feedback in fitness and dance training.
Using models like YOLOVS and MediaPipe, the system
provides accurate movement tracking and -efficient
guidance within a unified platform.

This stage of the project focused on system design,
architecture, and integration, identifying the limitations
of existing Al coaching systems and establishing a
scalable framework for real-world use. Future work will
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include implementing the full model, refining feedback
accuracy, and developing a progress-tracking interface.

Overall, the project lays a strong foundation for an Al-
driven, user-friendly, and adaptive coaching system that
enhances accessibility, motivation, and performance in
physical training environments.

7. REFERENCES

[1] Y.-M. Ko, “Real-Time Al Posture Correction for
Powerlifting Exercises Using YOLOvVS and MediaPipe,”
IEEE, 2023.

[2] L. Xiang, “Perceptual Feature Integration for Sports
Dancing Action Scenery Detection and Optimisation,”
IEEE, 2023.

[3] R. Nair, A. Yang, and H. Zhou, “Al-Powered Dance
Coaching via Pose Estimation, Vision Transformers, and
DTW,” IEEE Xplore, 2025.

[4] S. Gurbuxani, L. Gupta, and K. Madan, “Virtual
Fitness Trainer Using Artificial Intelligence,”
International Journal of Engineering Research and
Technology (IJERT), vol. 13, issue 2, 2024.

[5] Multiple Authors, “Machine Learning for Real-Time
Exercise Correction and Injury Prevention: A Systematic
Review,” MDPI Sensors Journal, vol. 24, 2024.

[6] Google Research, “MediaPipe: A Framework for
Building  Perception  Pipelines,” arXiv  preprint
arXiv:2006.10204, 2023.

[7] J. Redmon and A. Farhadi, “YOLOvVS: You Only
Look Once—Real- Time Object Detection Algorithm,”
arXiv preprint arXiv:2301.01500, 2023.

[8] M. M" uller, “Dynamic Time Warping for Time Series
Alignment,” Springer Handbook of Computational
Statistics, 2022.

[9] G. Bradski, “The OpenCV Library: Real-Time
Computer Vision Frame- work,” Dr. Dobb’s Journal of
Software Tools, 2022.

[10] T. Nguyen et al., “Al-Based Personalized Fitness
Coaching Using Deep Learning and Pose Estimation,”
IEEE Transactions on Affective Computing, 2024.

© 2025, IJSREM | https://ijsrem.com | Page 6


https://ijsrem.com/

