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---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - This paper presents an approach of employing 

Machine Learning for Air Quality prediction by utilizing input 

like temperature and wind speed. Supervised Machine 

Learning strategies are implemented through Random Forest 

Regressor algorithms to achieve more accurate output. 

The AQI of a particular area is a measure of pollutants mixed 

in air of the respected region. As per the air quality standard 

pollutants are indexed in terms of their scale, these air quality 

indexes indicates the levels of major pollutants mixed in the 

atmosphere. Today, major cities experience levels of air 

pollution that are dangerously higher than the government-set 

air quality index standard. It significantly affects a person's 

health. The Machine Learning (ML) algorithms are capable of 

making predictions about air pollution. We are here to check 

the air quality index of a particular area to find air pollution 

level in that area.  

 

Key Words:  Machine Learning, Air Quality Index, Random 

Forest Regressor. 

 

 

 

1.INTRODUCTION 

 
It is a system that runs using machine learning algorithms to 
detect the air quality index [1]. Air pollution is one of the 
most important problems that the globe is now facing. Due to 
the economy's tremendous growth, industrial activity is 
expanding more frequently, which is causing air pollution to 
increase more quickly. As a one of the developing industrial 
nation, our country is producing record amount of pollutants 
on a daily basis. Need of knowing the AQI of any area is 
rising day by day. There are various gases available in the 
atmosphere which are the reason for pollution on our 
environment specifically like Carbon-dioxide, Nitrogen 
dioxide, Sulphur oxide, Chlorofluorocarbons, Particulate 
Matter, etc. and other harmful contaminant of air. 

Machine Learning is a subset of artificial intelligence (AI) 
that mainly deals with algorithms which improve and 
optimize with the use of data and experience. Generally 
speaking, Machine Learning consists of two phases: training 
and testing [17]. It provides an efficient platform when it 
comes to solving health issues at an expedited rate. Machine 
Learning can be divided into two distinct categories: 
supervised learning and unsupervised learning. With 
supervised learning, a model is built using previously labeled 
data while with unsupervised learning model learns from 
unlabeled data. 

 

We gathered the information from the database, which 

includes information on pollution concentrations that occur 

across the country. We begin by figuring out the individual 

pollutant index for each data point that is provided and then 

determining the corresponding AQI for the area. In order to 

estimate the air quality of India in any given place, we have 

developed a model that can predict the air quality index for 

each available data point in the dataset.  

With this ml model, different information about the data is 

collected using different methodologies to determine the 

regions that are most severely affected in a specific location 

(cluster). By including the suggested parameter-reducing 

formulations into our model, we outperformed the traditional 

regression models in terms of performance. On the currently 

available dataset for predicting the air quality index for all of 

India, our model has a 96% accuracy rate. 

 

2. RELATED WORK 
Numerous works related to the AQI Prediction System 

utilizing different Machine Learning algorithms have been 

done and achieved various results in this field.  

The paper [1] “AQI Prediction System” employed Decision 

Tree, Random Forest, and Naïve Bayes algorithms to forecast 

quality of air is suitable for health or not.  

 

The paper [2] “A machine learning approach to predict air 

quality in california” used LR, NB, KNN, SVM, DT and RF 

algorithms for air quality prediction with competent data 

processing and implementation of Machine Learning 

algorithms with distinct parameters; KNN scored the highest 

accuracy of 87%.  

 

The paper [3] “Development of machine learning-based 

predictive models for air quality monitoring and 

characterization” made a comparison of numerous Machine 

Learning models via performance metrics to air quality related 

problems with an accuracy of 89.34% achieved by SVM.  

 

Moreover, the paper [4] “Air Quality Prediction using 

Machine Learning over Big Data” proposed a CNN-MDRP 

algorithm which combined structured and unstructured data 

and proved that CNN-MDRP is more precise than earlier 

prediction algorithms.  

 

Additionally, the paper [5] “A Review of Air Quality 

Prediction Using Machine Learning and Data Analytics 
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Approach” utilized diverse Data Mining (DM) and Machine 

Learning methods to predict air quality index and applied the 

proposed system where needed.  

 

Furthermore, the paper [6] “Application of Machine Learning 

Predictive Models in AQI” concentrated on SVM and LR 

algorithms to assess study models related to air quality. These 

models showed high applicability in classification. 

 

Additionally, the paper [7] “Air Quality Outbreak Prediction 

with Machine Learning” utilized MLP as well as ANBEIS and 

presented a comparative analysis between ML models and 

soft ones for forecasting the quality of air outbreak while 

providing initial benchmarking to illustrate ML potential for 

future use.  

 

Moreover, the paper [8] " A machine learning model for air 

quality prediction for smart cities" constructed a air quality 

index prediction system using NB algorithm that attained an 

accuracy of 88.163% among others.  

 

The paper [9] "Air Quality Prediction Using Machine 

learning" suggested a robust model for predicting AQI which 

ranked Logistic Regression algorithm as having most 

efficiency with 82.89% accuracy followed by DT (80.40%) & 

NB (80.40%) & SVM (81.75%).  

 

Additionally, the paper [10]"Implementation Of machine 

learning model to predict Air Quality Index" explored, 

recommended & applied a machine learning model in which 

Rapid Miner tool is used calculating high degree of 

correctness than MATLAB & Weka tool. 

 

Moreover, the Paper [11] "Smart City Air Quality Prediction 

using Machine Learning" proposed multiple methods and 

factors that influences quality of air at some extent. 

 

Besides, the Paper [12] "Modeling correlations among air 

pollution-related data through generalized association rules" 

used KNN, Naive Bayes and SVM Algorithms and 

collaborated with respect to accuracy using Air Quality 

dataset and achieved highest accuracy of 86.6 %Using Naive 

Bayes. 

 

Additionally, The Paper [13] "Forecast urban air pollution in 

mexico city by using support vector machines" proposed 

method For Air Quality Prediction using machine learning 

and results showed great accuracy standards for better 

estimated results.  

 

Also, The Paper [14]" Prediction of the level of air pollution 

using principal component analysis and artificial neural 

network techniques to predict quality of air implemented 

Using Grails Framework. 

 

Lastly, The Paper [15]" Three hours ahead prevision of SO2 

pollutant concentration using an neural based forecaster To 

Create Disease Prediction System With Better Accuracy 

which also provides motivational thoughts and images. 

 

 

3. PROPOSED MODEL 

Our proposed methodology includes the following steps: 

i.  First I will collect the records of pollutants in the  

    atmosphere. 

ii. Then I will perform preprocess operation to extract  

     information from the data. 

iii. Then I will perform the cleaning operation to solve the   

      problem of missing value and to give it numerical value.  

iv. Then select the attribute from the given dataset.  

v.  Then there is normalization of data is performed to make it  

     in a range. 

vi. The system then displays the results. 

 

     The flowchart of the methodology is shown below :- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                Fig 1: Flowchart of proposed model 

 

ALGORITHM USED 

As the name suggests, we use in our Random Forest 

Regressor for classification and for predicting the result.  

 

 

           Collect dataset 

Preprocess Operation 

Perform Cleaning 

Selection of Attribute 

Normalization of data 

Generate output as AQI 
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Fig -2: Random Forest Regressor 

 

4. RESULTS ANALYSIS 

Result analysis in our proposed system is an essential part of 

this research paper. By the analysis of results, we can compare 

that how much better this proposed system is performing. In 

result analysis we will see accuracy of air quality index that 

are predicted using our proposed system. We have taken 

datasets of 100 cases for result analysis. AQI prediction 

system leverages Random Forest Regressor (RFR) for 

classification for predicting the result. RFR is a form of 

regression algorithm which takes into account two or more 

predictor variables to determine response variable(Y).  

 

   

 

Fig -1: Output of AQI from year 1999 to 2017 

 

Above diagram shows the accuracy of AQI from year 1999 to 

2017 using Random Forest Regressor Algorithm. 

 

 

  
Fig -2: Dataset for AQI Prediction 

 

In the above chart we can see that nine factors are given and 

for these nine factors their accuracies are also given. These 

nine factors are processed using RFR algorithms for each data 

as shown in the row. The table shows the level of temperature, 

humidity, PM 2.5 level, etc. 

 

The results of this study have important implications for the 

field of AQI prediction. The Air Quality Index Prediction 

system has the potential to improve the accuracy and speed of 

determining Air Quality.  However, there are some limitations 

to the system, such as the reliance on accurate temperature 

and humidity level, which may not always be available. 

 

 

 

  
 

Fig -3: The final/output page 

 

 

5. CONCLUSIONS 

 
In our research, we used a Random Forest Regressor Machine 

Learning algorithm to predict the AQI. And we also tested 

different algorithms like Linear Regression, Lasso Regression, 

Decision Tree Regression, KNN Regression etc. Despite 

testing these algorithms, I have found that the Random Forest 

Regressor gives higher accuracy than other algorithms. In this 

research, we found that the potential less accurate result is 

obtained if there is missing data, but if we can feed the system 

with one huge amount of data sets, this air quality index 

prediction can provide up to 96% accuracy. 

Collecting a large number of datasets on pollutant is time 

consuming and cannot be done in a year or two. It takes 
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several years to collect these datasets and to train the system 

with these data searches. Doctoral students (PhD) can use this 

system for further research work. With the help of a AQI 

prediction system, it was possible to save people from 

polluted air. Components like gases and particulate matter 

affect the air's quality. When frequently breathed in, these 

contaminants lower the air quality, which can cause 

significant ailments. Only machine learning (ML) algorithms 

are capable of handling the meticulous analysis required to 

provide precise and efficient predictions from such a large 

body of environmental data. AQI prediction system only 

provides possible results, it does not guarantee that it will 

correctly predict the AQI each time, things may differ 

according to the weather condition. But it is far more accurate 

in predicting AQI from other systems. In our research we 

tested the accuracy of this system for 5 different locations 

value and our accuracy can be up to 96%. 
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