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Abstract - Days gone by air pollution is rapidly increasing, 
pollution occurs due to human activities, industrialization and 
burning of fossil fuels. The air is polluted by dangerous gases 
present in the atmosphere; the pollutants are carbon dioxide 
(CO2), carbon monoxide (CO), Sulphur dioxide (SO2), nitrogen 
dioxide (NO2), etc. The pollutants of which Particulate Matter 
(PM 2.5) consists of suspended particles with a diameter of less 
than 2.5 micrometers are considered harmful. Air pollution is a 
major issue that impacts humans and causes health problems 
including heart disease, lung cancer, and respiratory diseases 
such as emphysema and asthma. previous techniques such as 
probability, statistics, traditional methods, etc. These methods 
are too complex to predict. Machine learning (ML) is the best 
way to predict air quality. In this paper, we need to implement 
models that record information about air pollutant 
concentrations. We compare machine learning algorithms like 
linear regression (LR), random forest (RF), k-nearest neighbor 
(KNN), and decision tree regression (DT) to predict the air 
quality index (AQI). 

 

Key Words:  Machine learning- Linear Regression, Random 
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1.INTRODUCTION  

 

Air pollution a serious environmental problem that contributes 
to global warming has a greater impact on human health that 
causing premature death from cancer, respiratory disease, or 
heart disease. Poor air quality contributes to modern 
environmental problems such as global warming, acid rain, 
reduced visibility, climate change, etc. The Air Quality Index 
(AQI) is a measure that describes the air quality levels based on 
the concentrations of several pollutants in the atmosphere, 
usually PM2.5, PM10, carbon monoxide (co), Sulphur dioxide 
(so2), nitrogen dioxide (no2), and ozone (o3). 

Air pollution is caused by two types of pollutants: primary 
pollutants and secondary pollutants. The primary pollutants 
include carbon dioxide (CO2), Sulphur oxide (SOX), nitrogen 
oxide (NOX), carbon monoxide (CO), and chlorofluorocarbons 
(CFC).and the secondary pollutants include ground-level ozone 
and acid rain. 

We have collected datasets on total pollution in different regions 
of India. To begin, we compute the individual pollution index. 
For each marked card and find the corresponding AQI for the 
area. We have provided a model to predict the air quality index 
and our model can predict the air quality in any region of India. 

By predicting the air quality index, we can identify major 
pollution bottlenecks and pollution affected areas across India. 
In this forecasting model various data are extracted using 
various techniques to find out the most affected areas in the 
country. 

2. METHODOLOGY 

2.1 DATASET 

In this dataset we have used parameters like particulate matter, 
nitrogen dioxide, carbon monoxide, Sulphur dioxide, Ozone 

 

 

 

 

2.2 DATA-PREPROCESSING 

Step:1 

 In this step I have completed the preprocessing of the given 
dataset by using the pandas. By using the pandas, we loaded the 
dataset into the Jupiter notebook. 

                   data=pd.read_csv(“file path”) 

Step:2 

 Missing Values removal- Remove all the instances that have 
zero (0) as worth. Having zero as worth is not possible. 
Therefore, this instance is eliminated. Through eliminating 
irrelevant features/instances we make feature subset and this 
process is called features subset selection, which reduces 
dimensionality of data and help to work faster. 
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Checking whether the dataset is having null values are not 

Step:3 Apply some statistical functions on the dataset 

 

 

data.describe(). 

 
Step:4 Assign the values to x and y: 

Because x is the independent variable and the y is the 

dependent variable. 

 

 

X values 

                                                     

                 Y values  

 

Step:5 Split the data for testing and training: 

 

 

 

 

 

 

 

 

2.3 ALGORITHMS 

The algorithms we used – Linear Regression, Decision Tree 

Regression, Random Forest, and k-nearest Neighbors algorithm 

Linear Regression 

Linear regression assumes that there is a linear relationship 

between the independent variables and the dependent variable, 

and that the independent variables are not highly correlated with 

each other. 

Decision Tree Regression 

Decision tree is a machine learning algorithm that can be used 

for both classification and regression tasks. The algorithm 

creates a tree-like model of decisions and their possible 

consequences.  

Random Forest 

Random forest is a machine learning algorithm that is used for 

classification, regression, and other tasks. It is a type of 

ensemble learning method, which combines multiple decision 

trees to improve the accuracy of predictions. 

k-nearest Neighbors algorithm 

KNN (k-Nearest Neighbors) is a simple, non-parametric 

algorithm used for classification and regression. The algorithm 

works by finding the k nearest data points to the test point and 

then predicting the label or value of the test point based on the 

labels or values of its nearest neighbors 

DERIVATIONS 
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2.4 VISUALIZATION 

 

 

 

 

The flow of pollutants percentage in the atmosphere are show in  

the form of graphical representation 

 

 

3.PROPOSED SYSTEM 

 

 
     The Air pollutants information is retrieved using Web Scrapping 

and extract the PM2.5 and then stored as a dataset. This dataset is 

preprocessed with various functions such as normalization, 

attribute selection and discretization. Once the dataset is created it 

is divided into training datasets and test datasets. and more 

supervised machine learning algorithms applied to training 

datasets. The obtained results were compared with the test data set 

and the results were analyzed. For air quality index prediction using 

Supervised Machine Learning approach we consider Regression 

techniques such as Linear Regression, k-nearest neighbor, Decision 

tree Regression and Random-forest Regression to predict the AQI. 

 

 

 

 

 

 

 

 

3.1 PROCEDURE 

 
 

  

 3.2 EQUVALUES 

 

 

4.CONCLUSION AND RESULTS 

 
4.1 RESULTS 

Decision Tree: r2_score 

 

Decision Tree-Part:2 after hyper parameter tuning 
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k-nearest Neighbors algorithm 

 

Random Forest 

 

 

 

R2 Score: 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. CONCLUSIONS 

 
In this paper we proposed a model based on the ML algorithm 
like Linear regressor, Decision tree regressor, Random Forest, 
K-Nearest neighbor which was used to predict the quality of air 
in the atmosphere, the model take the data as input from dataset 
and perform the preprocessing and calculate the quality of air, 
this model is efficient and gave results with high performance. 
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