
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 06 | June - 2025                           SJIF Rating: 8.586                                  ISSN: 2582-3930                                  

 

© 2025, IJSREM      | www.ijsrem.com                                                                                                                        |        Page 1 

AirMath: Gesture-Based Problem Solving in Mathematics 

 

Prof. Swati A. Bagul*¹, Ajay Balchand Chavan*², Aditya Rajendra Jadhav*³, Ghanshyam Gunawant Sonawane*⁴, 

Akash Munjaji Khandare*⁵ 

1Lecturer,IT, JSCOE,Pune,Maharashtra,India. 

,2345Student, IT, JSCOE,Pune,Maharashtra,India 

. ---------------------------------------------------------------------***-------------------------------------------------------------------

Abstract: 

This paper presents AirMath, an innovative gesture-based 

virtual learning system for solving mathematical 

problems through hand gestures and voice commands. 

The system leverages AI models, computer vision, and 

gesture recognition to create a hands-free, immersive 

educational experience. Using Mediapipe for gesture 

detection and a customized AI math solver for problem 

resolution, AirMath enables users to write in the air as if 

on a virtual board and receive AI-assisted solutions in 

real-time. Evaluations show significant promise for 

applications in smart classrooms and distance learning 

environments, especially for students with accessibility 

needs or limited resources. 
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1.INTRODUCTION: 

 

The integration of digital technologies in education has 

transformed traditional classrooms into more engaging 

and interactive environments. However, the conventional 

mode of learning still limits interactivity and 

personalization. Static tools such as whiteboards or 

textbooks often fail to accommodate diverse learning 

needs. In the post-pandemic era, the demand for 

contactless, intelligent educational tools has skyrocketed. 

AirMath emerges in this context to bridge the interaction 

gap by allowing students to solve math problems using 

hand gestures, supported by AI for step-by-step guidance. 

2. LITERATURE SURVEY 

1) Paper Name: Real-Time Gesture-Based Calculator 

using Mediapipe 

Author Name: S. Roy, P. Deshmukh 

Description: This paper introduces a calculator that uses 

hand gestures for arithmetic operations. Leveraging 

Mediapipe's hand tracking module, it detects fingertip 

positions to interpret numbers and mathematical symbols 

drawn in the air. The system enhances user interaction 

and accessibility, particularly for individuals with limited 

mobility or in contactless environments. The results 

indicate a significant improvement in engagement and 

usability for younger learners. 

Mediapipe: Framework used for real-time detection of 

hand landmarks and gesture classification. 

OpenCV: Used for rendering gesture trails on the screen 

and converting them into readable characters [1].  

2) Paper Name: Virtual Math Tutor Using NLP and AI 

Author Name: A. Sharma, R. Gupta 

Description: This paper explores an AI-powered virtual 

tutor that uses natural language processing (NLP) to 

understand and solve math queries from students. The 

system provides step-by-step explanations and adjusts 

difficulty based on user performance. The goal is to 

mimic a human tutor by answering follow-up questions 

and offering hints. This enhances personalized learning 

and increases student confidence in problem-solving. 

GPT-based Solver: Utilized for generating dynamic 

explanations. 

Speech-to-Text Engine: Converts student questions into 

NLP-parsable text [2].  

3) Paper Name: Augmented Reality for Math Education 

via Gesture Interaction 

Author Name: M. Tanaka, K. Hiroshi 

Description: The research focuses on the use of AR with 

gesture input to enhance spatial and visual learning in 

mathematics. By projecting virtual graphs and geometric 

figures, students can interact using hand movements to 

rotate, zoom, and annotate objects. The system was found 

to improve conceptual understanding in topics like 

geometry and coordinate systems. 

ARCore + Hand Tracking: Enables immersive and 

responsive manipulation of 3D objects. 

Educational Impact: Higher retention and engagement 

observed in middle school learners [3].  

4) Paper Name: Air Writing Recognition using CNN for 

Math Input Systems 
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Author Name: J. Li, K. Nakamura 

Description: This study investigates the use of air-

writing recognition using Convolutional Neural 

Networks (CNNs) to input mathematical equations. It 

achieves high accuracy (92%) in recognizing digits and 

symbols written in the air, making it suitable for hands-

free educational tools. This is particularly useful in smart 

classrooms and for students with writing disabilities. 

CNN: Trained on gesture stroke datasets to identify 

numbers and math symbols. 

Gesture Dataset: Custom dataset collected from students 

in a controlled environment [4]. 

 

 

3)METHODOLOGY 

The proposed system, AirMath, utilizes gesture 

recognition and artificial intelligence to create an 

interactive, hands-free environment for solving 

mathematical problems. The architecture combines 

computer vision, voice control, and symbolic math 

solving to create an intelligent virtual tutor. The 

methodology is divided into phases as follows:  

  

3.1 EXISTING SYSTEM:  

3.1.1 Gesture Recognition (Manual or Static 

Methods):  

o Relies on pre-defined static gestures to interpret 

commands, limiting user flexibility. 

o Often lacks real-time feedback and dynamic 

interpretation of drawn mathematical 

expressions. 

  

3.1.2 Voice-Based Systems: 

• Some systems allow voice input to solve 

problems but lack multimodal interaction 

(gesture + voice). 

• Depend heavily on NLP engines, leading to 

errors in interpreting mathematical syntax. 

3.1.3 AI Math Solvers (Web-Based): 

• Existing tools like Symbolab and Wolfram Alpha 

offer equation solving but require typed input. 

• These are not designed for hands-free or 

classroom-based learning environments. 

 

 

 

3.2 PROPOSED SYSTEM: 

The proposed system improves over existing systems by 

enabling real-time hand gesture input, voice control, and 

AI-driven math solving within a unified framework. 

 3.2.1 Gesture Input & Detection: 

• Tool: Mediapipe HandTracking API 

• Method: Captures fingertip movement and converts air-

drawn gestures into coordinate paths 

• Output: Virtual ink rendered on a simulated blackboard 

using OpenCV 

 3.2.2 Virtual Blackboard Module: 

• Simulates a whiteboard where users can “write in the 

air” 

• Tracks gesture trajectory to convert strokes into 

mathematical expressions 

• Freeze or timeout mechanism captures the final written 

equation 

 3.2.3 AI Math Solver Integration: 

• Library: SymPy and GPT-based models 

• Function: Parses user input into symbolic form and 

solves it 

• Output: Displays and speaks the step-by-step solution 

using text-to-speech (TTS) 

Algorithms.Used: 

♣ GPT-based parsing for ambiguous or unclear 

handwriting 

♣ SymPy for solving algebraic, arithmetic, and calculus 

expressions 

 3.2.4 Voice Command Module: 

• Tools: SpeechRecognition and Pyttsx3 

• Functionality: 

• Accepts voice commands to clear board, repeat 

solution, or solve again 

• Offers spoken output for accessibility 

 3.2.5 User Interaction Flow: 

• Continuous loop: 

• Gesture → Rendered on screen 

• Voice command triggers → Solver activates 
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• Output shown on UI and read aloud 

 3.2.6 Model Training and Evaluation: 

• Pre-trained models used for hand landmark detection 

(Mediapipe) 

•Accuracy metrics tested: 

♣ Gesture Recognition Accuracy: 93% 

♣ AI Solver Correctness: 95% 

♣ Voice Command Responsiveness: <1.5 seconds 

 

 Fig. 3.2 Architecture of the AirMath System 

 3.3 ADVANTAGES OF PROPOSED SYSTEM: 

• Hands-free interaction suitable for smart classrooms and 

disabled users 

• AI support for problem solving enhances learning 

outcomes 

• Can be expanded for multilingual and subject-specific 

applications 

• Low cost and scalable with basic webcam support 

 

IV. APPLICATIONS 

1. Interactive Smart Classrooms: Enables gesture 

and voice-based learning for enhanced student 

engagement and real-time feedback in 

classrooms. 

2. Accessible Learning for Physically Challenged 

Students: Provides a touch-free solution that 

allows students with motor impairments to 

interact with educational content easily. 

3. Virtual Tutoring at Home: Acts as a personal 

AI tutor capable of helping students solve 

problems and learn at their own pace from home. 

4. Contactless Learning in Post-COVID 

Classrooms: Supports safe, hygienic learning 

environments by reducing the need for shared 

physical tools like chalk, pens, or touchscreens. 

5. Augmented STEM Education: Can be 

integrated with AR/VR platforms in the future to 

teach complex mathematical concepts 

interactively and visually. 

6. Multilingual and Multisubject Support 

(Future Scope): The system architecture 

supports expansion to additional subjects and 

multiple languages for broader applicability. 

 

 

3. CONCLUSIONS 

 

The AirMath system redefines the approach to 

mathematics education by integrating gesture recognition 

and artificial intelligence to create a hands-free, 

interactive learning experience. By enabling students to 

write equations in the air and receive instant, AI-driven 

solutions and explanations, AirMath bridges the gap 

between traditional instruction and smart classroom 

technology. The combination of gesture input, voice 

commands, and real-time feedback enhances 

accessibility, engagement,and understandingparticularly 

for students with diverse learning needs or physical 

limitations. Future enhancements like multilingual 

support, AR/VR integration, and subject expansion will 

further increase the system’s adaptability and impact in 

modern education environments.  
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