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Abstract : Healthcare is an inevitable task to be done in human life. Cardiovascular disease is a broad 

category for a range of diseases that are affecting heart and blood vessels. The early methods of forecast ing 

the cardiovascular diseases helped in making decisions about the changes to have occurred in high-risk 

patients which resulted in the reduction of their risks. The health care industry contains lots of medical data, 

therefore machine learning algorithms are required to make decisions effectively in the prediction of heart 

diseases. Recent research has delved into uniting these techniques to provide hybrid machine learning 

algorithms. In the proposed research, data pre-processing uses techniques like the removal of noisy data, 

removal of missing data, filling default values if applicable and classification of attributes for prediction and 

decision making at different levels. The performance of the diagnosis model is obtained by using methods 

like classification, accuracy, sensitivity and specificity analysis. This project proposes a prediction model to 

predict whether a people have a heart disease or not and to provide an awareness or diagnosis on that. This 

is done by comparing the accuracies of applying rules to the individual results of Support Vector Machine, 

Gradient Boosting, Random forest, Naive Bayes classifier and logistic regression on the dataset taken in a 

region to present an accurate model of predicting cardiovascular disease. 
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1. INTRODUCTION 

 

Nowadays, healthcare is increasing day by day due to lifestyle, hereditary. It creates a lot of data with time. 

So, the data generated by the health or the survey are getting wasted. But nowadays as the data analytics 

come into existence. The hospitals and NGOs are making use of the data to generate the useful information 

from the data. The modern world has cardiovascular disease as its deadliest enemy. This disease affects a 

person in such a way so that the patients can't be cured as easily as possible. So, diagnosing patients at the 

right time is the toughest work in medical field. Misunderstanding and wrong diagnosis made by the hospital 

leads to the bad reputation. India questions that the treatment for this disease is quite tough and can't is 

reachable by most of the patients. Everyone has different values for Blood pressure, cholesterol, and pulse 

rate . But per medically proven results the normal values of Blood pressure are 120/80, cholesterol is and 
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pulse rate is 72. 

 

The world health organization reports suggest that greater than 12 million deaths are happening worldwide 

due to cardiovascular problems. It is a catastrophic disease in India which originates more calamities. The 

examination of the unhealthiness is a complex mechanism. It should be measured perfectly and precisely. 

Because lack of experts at some places is resulting in the patients in a hazardous position. Ordinarily, these 

are diagnosed by the cardiologists (Who generally treat the heart disease patients). It is extremely beneficial 

if these techniques are combined with the medical information system. This integration of June data taken 

by survey requires comparison of different machine learning techniques for finding out their suitability for 

the said job. This paper suggests the different machine learning techniques that are used for forecasting 

the uncertainty levels of cardiovascular diseases based on the attributes present. The medical datasets used 

are taken from the research that had been fascinated throughout the world. 

 

Machine learning is an art of mastering system without being explicitly computed. They are used to analyze 

the analytical arrangement in high dimensional, diverse data sets like heart diseases [13]. They are used in 

recognition of the arrangements (patterns) that gives support for forecasting and controlling mechanism 

for analysis and medication. 

 

2. LITERATURE SURVEY 

 

The data which is recognized can be utilized by the social insurance directors to show signs of improvement 

administrations. Coronary illness was the most significant explanation behind casualties in the nations like 

India, United States. Machine learning calculations like a Logistic relapse, irregular woods, angle boosting, 

and Support vector machine and order calculations, for example, Naive Bayes encounters various types of 

heart- related issues. These calculations can be utilized to upgrade the information stockpiling for viable and 

legitimate purposes. [1] 

 

In this paper [2], it is presumed that albeit most analysts are utilizing diverse classifier methods, for example, 

Neural system, SVM, KNN and twofold discretization with Gain Ratio Decision Tree in the conclusion of 

coronary illness, applying Naïve Bayes and Decision tree with data pick up counts gives better outcomes in 

the finding of coronary illness and better exactness when contrasted with different classifiers. 

 

The expectation of cardiovascular illness by methods for a few machine learning calculations is going on 
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[2]. Many research papers have executed different machine learning calculations, for example, Naive Bayes, 

Random Forest, Gradient boosting, Logical Regression and Support Vector Machine for anticipating 

cardiovascular illness [1]. In [10], it depicts how these machine learning calculations are utilized to foresee 

the pneumonia ailment. 

 

In paper [9], it unmistakably tells about the headway of the Support Vector Machines used to look at and to 

separate learning from extensive informational collections consequently. In [4], Naive Bayes assumes a 

noteworthy part of the conclusion of ailment. Discovering precision and better execution of calculations are 

made in the paper [1]. Paper [5] demonstrates the forecast of survival rates and mistake rates. Thus [8] 

depicts to discover the death rate and exactness among the calculations by finding the death rate. [6] Shows 

the conceivable outcomes of utilizing the diverse calculation for coronary illness forecast and to give the 

write about that. By utilizing less number of characteristics, the framework can foresee the coronary illness 

with cutting-edge advancements and with various machine learning calculations [7]. 

 

In the present world, there are numerous logical innovations which help specialists in taking clinical choices 

however they won't be precise. Coronary illness expectation framework can help therapeutic experts in 

anticipating the condition of the heart, in  view of  the clinical information of patients nourished into the 

framework. [18] Specialists may some of the time neglect to take precise choices while diagnosing the 

coronary illness of a patient, in this manner coronary illness forecast frameworks which utilize machine 

learning calculations aid such cases to get exact outcomes. [3] There are many instruments accessible which 

utilize expectation calculations yet they have a few blemishes. A large portion of the instruments can't deal 

with huge information and most are not brought together, not conveyed on cloud and consequently not open 

on the web [12]. There are numerous doctor's facilities and social insurance businesses which gather colossal 

measures of patient information which ends up plainly hard to deal with as of now existing frameworks. [14] 

 

In this paper, conceivable outcomes of anticipating the hazard levels of patients for a colossal informational 

collection and sending the application on cloud stage where specialists and patients can sign in with a one 

of a kind ID made by them. [4] Doctors can transfer the patient reports and patients, then again, can see 

the reports on their portable workstations or PCs [20]. A gathering of patient reports will be kept up online 

in the cloud. 
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3. DATASETS AND DESCRIPTION 

3.1 Data Source 

Healthcare databases have collected a significant amount of patient's records. The term heart disease 

circulates on various conditions which are harmful to the human heart. Cardiovascular disease is one of 

the deadliest diseases in nature. The term "Cardiovascular Disease" deals with the situation by which the 

heart and the blood veins are affected and the result by which the blood pumping and circulation of blood 

takes place in the body. Records were obtained from the Cleveland, Hungarian, Switzerland, Long Beach 

VA heart disease database (UCI machine Learning Repository). Datasets segregate the patterns related to 

the disease. The records classify into two datasets: training dataset and testing dataset. Sum of 920 records 

along with 76 attributes related to the medical was obtained. The following table (Table 1) shows the list 

of 14 attributes on which the system is working. 

 

3.2 Analysis of Data 

This phase has the major jobs of performing data pre- processing such as data cleaning, data integration, 

filling of missing values, removing redundant data as the dataset contains missing values and redundant 

data. It leads to fault prediction. 

 

3.3 Operating Environment 

The language R provides a stage for performing statistical computation and graphical representation, 

especially for data analysis. Due to the collection of packages which helps in statistical computation and 

graphical representation; a user can make the quick analysis of data and graphical representation which 

leads to the development of prediction system for given application. R provides an open source software 

which makes the best compatibility in UNIX and Windows [7] For prediction results, R offers a better 

outcome compared to other languages. Although heart disease can happen in various structures, there is a 

typical arrangement of center hazard factors that impact whether somebody will, at last, be in danger of 

heart disease or not. These are the basic characteristics that ought to be checked to know whether the heart 

disease will come or not [15] resources, they are further selected for processing which includes data 

cleaning, removal of noise i.e. missing data Fig. 4. Different classification algorithms are performed on 

the preprocessed data to find the chance of getting heart disease. 
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Figure 1. Defining of Parameters  

It also finds the accuracy of the algorithms and compares the accuracy among all the algorithms. 

 

4. VARIOUS MACHINE LEARNING ALGORITHMS 

A. Logistic Regression 

Logistic regression is well known for binary classification and it is one of the most efficient machine learning 

algorithms. Due to its simplicity, which has its application on a wide range of problems and provides suitable 

solutions [11]. It works on the dependent variable which is categorical. The variables are binary dependent 

variables such as 0s or 1s, pass or fail etc. If the variables are having more than one outcomes, then 

multinomial logistic regression or if there are ordered multiple categories then uses ordinal logistic 

regression. The logistic function as, 

 

Where e is the numerical constant Euler’s number and a is an input we put into the function. The roc curve 

(figure3) for the logistic regression. 

The below figure (figure 2) shows functioning of the system is described step by step 

Fig. 1. The dataset contains the details of the patients. 

Fig. 2. Attribute selection takes the attributes which are useful for the prediction of the heart disease. 

Fig. 3. After identifying   the   data   from   the   available 
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Figure 2. Proposed System 

 

Figure 3: ROC Curve 

B.Naive Bayes 
 

Navies Bayes classifier is one of best classification algorithm in machine learning which uses the Bayesian 

algorithm. Naive Bayes classification algorithm is strongly scalable, which require variables linear in the 

form of predictor variables in a problem statement [17]. It is similar for classification and regression and 

makes tough competition with SVM. It identifies the specialty of the patients related to the disease. It 

shows the probability of each input attribute for the predictable state and provides the probability of event 

occur. A conditional probability is the likelihood of some conclusion A, given some evidence/observation, 

B, where a dependence relationship exists between A and B. This probability is denoted as P (A|B) where, 

P(A) is the probability of event A, P(B) is the probability of event B, P(B|A) is the probability of event B 

with the condition that event A has taken place. 
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C.  Random Forest 

Random forest is a machine learning algorithm used for classification and regression. It creates decision 

trees for each attribute. It corrects the overfitting to their training set. It also avoids the missing values, 

outliers by following the steps of data analysis, data pre-processing. It is kind of machine learning method 

where the weak models are combined to form a dynamic model. The random forest tree (figure 4) shows the 

multiple decision trees that are linked to the system. 

 

Figure 4: Random forest tree 

 

Figure 5. Failure Prediction 

D. Support Vector Machine 

 

Support Vector Machine is an algorithm which is used in machine learning for classification and regression 
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techniques. It is regularly used as the classification techniques due to its efficiency when compared with the 

other algorithms. This technique plots a hyperplane for every attribute as a coordinate that is present in the 

dataset 

It is a machine learning technique for regression and classification techniques which as a group of weak 

prediction models that are like that of decision trees. In this, gradient boosting technique it provides a 

variable importance of the attribute that is related to predict the heart disease in this dataset. The following 

figure (figure 4) shows the variable importance of heart failure prediction with the help of the boosted tree. 

F. Accuracy Module 

The module predicts the accuracy by using machine learning algorithms. This module takes the maximum 

accuracy generated by the algorithms which predict the maximum chances of getting a cardiovascular 

disease. In this, each algorithm provides different accuracy rate for taken attributes which is the cause of 

the cardiovascular disease. You can calculate the accuracy of your model with: 

From Confusion Matrix Specificity and Sensitivity can be derived as illustrated below: 

 

 

Classification is performed by identifying the hyperplane that divides one class with the other class. It builds 

a model which assigns new example to the other, making it a non- probabilistic binary linear classifier. 

G. Gradient Boosting 

 

Where, P=Number of true negatives, Q = Number of false positives and R=Number of true positives, 

S=Number of false negatives. 

Sensitivity is the approach that identify the people those with the cardiovascular disease (true positive rate) 

and specificity is the approach that identify the people those without the cardiovascular disease (true negative 

rate). 
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5. DATA VISUALISATION 

Table 2: Comparison of Accuracies 

Algorithm 
Name 

Accuracy 
Overall 

Accuracy 

Logistic 
regression 

0.9161585 0.8651685 

Random forest 0.8953252 0.8089888 

Naïve Bayes 0.9095528 0.8426966 

Gradient boosting 0.9070122 0.8426875 

SVM 0. .882622 0.7977528 

 

Figure 6: Data Visualization based on attributes 

The accuracy arises from the attributes collected from the datasets. These accuracies can also be increased 

with the help of better and datasets and better computational systems. Based on the accuracy produced by 

the algorithms the best algorithm which gives accuracy is chosen for finding the prediction. The following 

figure (figure 7), shows the comparison of the performance of all algorithms. 

The user interface is designed in such a way to use effectively by the user. The design of the user interface 

for the Cardiovascular disease prediction system follows below. 
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Figure 7. Probability of Heart Disease 

The following figure (figure 8) shows the probability of heart disease for a patient based on the algorithms. 

Here the 14 attributes that get to the patient produces the appropriate result that is predicted with the help 

of algorithms. The following figure 9, shows the medical range value for the probabilistic value, and it has 

live theme selector where the theme will be changed at any time. There are nearly 15 themes that are 

associated with the help of shiny. 

 

Figure 8. Data visualizations based on attributes 

6. RESULTS AND DISCUSSION 

In this section, the outputs and the accuracies generated are reviewed and the results are displayed. In this 

mostly the algorithm which has the highest accuracy gives the more accurate result. The following table 

(Table 2) shows the accuracy generated by each algorithm as follows: 
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Figure. 9 Comparison of performance of algorithms 

7. CONCLUSION 

This paper contributes the correlative application and analysis of distinct machine learning algorithms in the 

R software which gives an immediate mechanism for the user to use the machine learning algorithms in R 

software for forecasting the cardiovascular diseases. This is non- ethical study aims to use available machine 

learning techniques in R software. Future work includes different ensemble methods of these algorithms 

which can advance to better performance with more parameter settings for these algorithms. 
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