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1. Abstract 

Our project "An Exploration on Text 

Classification with Classical Machine 

Learning Algorithms" aims to investigate and 

enhance the understanding of the application 

of traditional machine learning techniques in 

the domain of text classification. Leveraging 

foundational studies, such as Joachims' work 

on Support Vector Machines (SVMs) for text 

classification, the project will build upon 

established methodologies and address 

challenges associated with high-dimensional 

feature spaces. Drawing inspiration from the 

comparative analysis conducted by 

McCallum and Nigam on Naive Bayes and 

decision trees, the research will explore the 

strengths and limitations of classical 

algorithms, emphasizing simplicity, 

interpretability, and efficiency. Techniques 

for feature selection, as proposed by 

Joachims in 1999, will be further examined to 

improve the handling of irrelevant features in 

text data. Additionally, the project will 

consider advancements in hierarchical text 

classification, as introduced by Forman, to 

enhance accuracy through the incorporation 

of class hierarchy. 

Keywords: KNN, SVM, DecisionTree, Naïve 

Bayes, Logistic Regression, feature selection 

1.1 PROBLEM STATEMENT 

Our Project aims to address the issue of 

irrelevant features by exploring and 

implementing feature selection techniques, 

as well as considering advancements in 

hierarchical text classification for 

enhanced accuracy. 

TECHNIQUES 

Support Vector Machines (SVMs): 
 

It is used to Implement and fine-tune SVM 

models for text classification. Explore 

different kernel functions and parameters to 

optimize performance. Investigate strategies 

for handling imbalanced datasets, as SVMs 

can be sensitive to class distribution. 

Naive Bayes: 
 

It is used to Implement and evaluate different 

variants of Naive Bayes algorithms for text 

classification. 

Decision Trees: 
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It is used to Build decision tree models for 

text classification. Explore pruning 

techniques to avoid overfitting and enhance 

model interpretability. 

1.3 ARCHITECTURE 
 

1.4 DATASET DESCRIPTION 

Newsgroups: A traditional dataset with about 

twenty thousand newsgroup documents in 

twenty different categories. It is appropriate 

for text categorization jobs because it covers 

various themes. 

SMS Spam Collection: A text classification 

task-useful dataset of SMS messages 

classified as either spam or non-spam. 

1.5 MODEL EVALUATION METRICS 
 

 

 
Accuracy: 

The percentage of correctly classified 

instances among all instances. 

 

  

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 07 Issue: 12 | December - 2023                    SJIF Rating: 8.176                               ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 3 

Precision, Recall, and F1-Score: 

Metrics that measure the trade-off between 

precision and recall. F1-score is the harmonic 

mean of precision and recall. 
 

Confusion Matrix: 

 

A matrix that summarizes the classification 

results by showing the number of true 

positives, true negatives, false positives, and 

false negatives 

2. LITERATURE REVIEW 

Exploring text classification with classical 

machine learning algorithms has been a 

subject of significant research over the years. 

In the pioneering work by Joachims (1998), 

"Text Classification Using Support Vector 

Machines," the efficacy of Support Vector 

Machines (SVMs) in handling high- 

dimensional feature spaces for text data was 

demonstrated. This foundational research 

laid the groundwork for subsequent studies. 

McCallum and Nigam (1998) conducted a 

comparative study on "Naive Bayes and 

Decision Trees in Text Classification," 

emphasizing the simplicity of Naive Bayes 

and the interpretability of decision trees. 

Joachims (1999) further advanced the field 

by addressing the challenge of many 

irrelevant features in text classification with 

SVMs and proposing techniques for feature 

selection. Sebastiani's comprehensive review 

in 2002 provided an overview of various 

classical machine learning approaches for 

text classification, including SVMs, Naive 

Bayes, and decision trees, discussing their 

strengths and weaknesses. The exploration 

continued with McCallum and Wellner's 

(2003) investigation into event models for 

Naive Bayes and Forman's (2003) work on 

hierarchical text classification, offering 

insights into improving accuracy through 

class hierarchy. 

3. EXPERIMENTAL RESULTS 
 

 
 

 

 
The proposed Logistic regression and Naïve 

Bayes algorithms has been shown to be very 

effective in terms of heart disease prediction 

with a maximum accuracy of 85.25%. 

4. CONCLUSION 

In conclusion, our exploration into text 

classification using classical machine 

learning algorithms has provided valuable 

insights into how these methods perform in 
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handling and categorizing text data. Through 

the investigation of Support Vector 

Machines, Naive Bayes, Decision Trees, and 

other techniques, we've gained a better 

understanding of their strengths and 

limitations. Feature selection strategies were 

explored to address the challenges of high- 

dimensional data, and hierarchical 

classification methods were considered for 

improved accuracy. The project highlights 

the importance of thoughtful algorithm 

selection and parameter tuning in optimizing 

text classification models. 

5. FUTURE WORK 

 

▪ Investigate the integration of deep 

learning techniques, such as neural 

networks and recurrent neural 

networks, for text classification. 

 

▪ Explore transfer learning approaches 

to leverage pre-trained models on 

large text corpora for improved 

performance on specific text 

classification tasks. 

 

▪ Develop techniques to handle noisy 

and imbalanced datasets, which are 

common challenges in real-world text 

classification applications. 

▪ Investigate the integration of deep 

learning techniques, such as neural 

networks and recurrent neural 

networks, for text classification. 

 

▪ Explore dynamic learning approaches 

That adapt the model to changing 

patterns in text data over time. 

 

▪ Investigate the development of 

Models that can handle evolving 

language use and emerging topics. 
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