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Abstract: With machine learning being used in agricultural applications, a new domain of science has emerged which 

is termed as precision agriculture. It is the amalgamation of data science, analytics, AI and ML technologies for 

enhancing conventional agricultural practices. This paper addresses the challenge of identifying blight (late and 

early) based on a machine learning approach. In this approach, the image is first pre-processed to convert from 

RGB to Grayscale and subsequently denoised. Next the statistical features of the image are computed to train a 

machine learning models based on a probabilistic approach employing the Bayes Theorem of conditional 

probability. A penalty factor is included for the training purpose termed as regularization which optimise the weight 

updated mechanism.  The final classification accuracy is computed based on the TP, TN, FP and FN rates which 

yield a classification accuracy of 97.69%. 
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1. INTRODUCTION 

Machine learning and deep learning based approaches are being extensively used for identification of blight (early and late) 

in potato crops which happens to be a staple in various regions of the wold. To automate the process of blight detection, 

machine learning and deep learning based approaches have been explored. An effective collection of tools for the early 

identification of potato leaf blight is provided by machine learning techniques. ML algorithms may be trained to 

discriminate between healthy and diseased potato leaf classes based on subtle visual signals including discolouration, 

lesions, and leaf morphology. This is accomplished by training models on massive datasets of labelled photos of potato 

leaves. Figures 1(a) and 1(b) depict the typical normal and blight infested images. 

 

 

Fig.1(a) A typical healthy image 
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Fig.1(b) A typical blight image 

A type of machine learning called deep learning has been a game changer for image analysis jobs, such as plant disease 

identification. One type of deep learning models called neural networks is particularly good at automatically learning 

hierarchical representations of picture features; this eliminates the requirement for feature extraction that is done by hand. 

However, completely bypassing the feature extraction part may have its own disadvantages which are: 

1. Need to extensively copious datasets to effectively train deep learning models. 

2. Lessened accuracy of classification due to variations in image texture and background. 

3. Possibility of vanishing gradient and overfitting. 

 

This is the reason why the proposed approach tries to incorporate image denoising (to filter out noise effects), feature 

extraction and subsequent classification using a deep neural network model.

 

2. METHODOLOGY 

The proposed methodology consists of 3 major parts: 

 

Image Pre-Processing 

Image Feature Extraction 

Classification 

 

Pre-Processing: The pre-processing parts consists of the RGB to Grayscale conversion as well as denoising the image 

using the DWT. The mathematical analysis is presented here: 

 

For the images, convert RGB to Grayscale using the following relation: 

 

𝑰𝒚 = 𝟎. 𝟑𝟑𝟑𝒇𝒓 + 𝟎. 𝟓𝒇𝒈 + 𝟎. 𝟏𝟔𝟔𝟔𝒇𝒃                                       (1) 

Where. 

 Fr, Fg and Fb are the intensity of R, G and B component respectively and 

 Iy is the intensity of equivalent gray level image of RGB image. 
  

The benefit of this process is the fact that it converts the function of 3 variables to one variable and renders homogeneity. 
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The next step is the denoising of the image based on the DWT process which tries to filter out the image in the transform 

domain using wavelet decomposition. The approximate low frequency components are used to retain the actual information 

while the detailed high frequency components are discarded to remove noise effects. 

 

Feature Extraction: The feature extraction process is necessary to compute important statistical features of the images for 

the final classification process. The features computed in this work are energy, mean, median, standard deviation, variance, 

entropy, skewness, kurtosis, contrast, correlation, homogeneity, smoothness and rms value. These feature are then then 

demarcated for the target variable. In order to overcome the difficulties associated with picture classification, the 

computation of image statistical features is essential. These features are vital for creating precise and dependable 

classification models because they capture important traits, improve discriminative power, guarantee robustness, and allow 

efficiency and interpretability. To fully realise the potential of picture-based classification systems, advanced feature 

extraction techniques must be included as we navigate the ever-expanding field of image analysis. 

 

Final Classification: The final classification is based on the design of the deep neural network model which classifies the 

image as: 

A) Healthy 

B) Blight (early) or blight (late) 

 

For this purpose, the computed and fed to the deep neural network. The image statistical features are measurable attributes 

that are taken from images and represent different facets of its texture, spatial relationships, and pixel intensity distribution. 

These characteristics enable efficient differentiation between several groups or categories by offering insightful information 

about the underlying patterns and structures inside images. mage statistical traits provide resilience against changes in 

lighting, noise, and geometric alterations. Higher-level properties that are more resistant to distortions are encoded via 

statistical features, in contrast to raw pixel values, which are susceptible to such alterations. 

Classifiers generate succinct yet useful representations of visual content by computing statistical parameters including mean, 

variance, skewness, and kurtosis. These characteristics strengthen the discriminative ability of classification models by 

encapsulating important statistical characteristics that separate one class from another. As there is no clear demarcation 

among the normal and blighted potato leaf images, hence a probabilistic classifier is design and used for the final 

classification based on the Bayes Rule: 

 

The weights of the network are updated such that the condition for maximization is satisfied of a new sample bearing a 

conditional probability defined as: 

 

𝑷 (
𝑿

𝑿𝒊,𝒌𝟏,𝒌𝟐,𝑴
) =

𝑷(
𝑿𝒊

𝑿,𝒌𝟐,𝑴
)𝑷(

𝑿𝒊
𝒌𝟏,𝑴

)

𝑷(
𝑿

𝒌𝟏,𝒌𝟐,𝑴
)

                                                                          (2) 

Here, 

𝑃 denotes the probability of occurrence of an event. 

𝑋𝑖  denotes the vector corresponding to the bias and weight values of the network. 

𝑋 denotes the training data set 

 

 

The training rule for the approach is based on the Bayes theorem of conditional probability which is effective for classifying 

overlapping feature vectors, based on a penalty 𝝆 =
𝝁

𝒗
 . The weights are updated based on the modified regularized cost 

function: 

𝑭(𝒘) = 𝝁𝒘𝑻𝒘 + 𝒗[
𝟏

𝒏
∑ (𝒑𝒊 − 𝒂𝒊)𝟐𝒏

𝒊=𝟏 ]                                             (3) 

If (𝜋 ≪ 𝑣): Network error are generally low.  
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else if (𝜋 ≥ 𝑣): Network errors tend to increase, in which case the weight magnitude should be reduced so as to limit errors 

(Penalty). The system flowchart is presented next: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Flowchart of Proposed System 
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The accuracy of classification is calculated as:  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
                                                         (4)  

                                                      

The next section presents the results associated with the proposed approach. 

 

3. RESULTS 

 

The results obtained are resented in this section sequentially: 

 

 
Fig.3 Original Image 

 

 
Fig.4 Reading Pixel Values of Image 

 

http://www.ijsrem.com/


     International Journal of Scientific Research in Engineering and Management (IJSREM) 
              Volume: 09 Issue: 03 | March - 2025                                  SJIF Rating: 8.586                                            ISSN: 2582-3930                                                                                            

  

© 2025, IJSREM      | www.ijsrem.com                                                                                                        |        Page 6 
 

 

 

 
Fig.5 Analysing Pixel Regions 

 

 

 

Fig.6 Grayscale Image 
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Fig.7 Wavelet Analysis of Image (3rd Level) 

 

 
Fig.8 Histogram and Cumulative Histogram of Original Image at 3rd level 
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Fig.9 Histogram and Cumulative Histogram of Approximations (3rd Level) 

 

 
Fig.10 Histogram and Cumulative Histogram of Details at Level 3 of Haarlet 
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The total number of images for the classification purpose have been considered as 130 (with a 30% testing split for the 

overall 430 images.  

 

 
Fig.11 Confusion Matrix 

 

 

The testing accuracy is computed as: 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝟔𝟒 + 𝟔𝟑

𝟔𝟒 + 𝟔𝟑 + 𝟏 + 𝟐
= 𝟗𝟕. 𝟔𝟗% 

 

The accuracy of the proposed approach is thus 97.69% for the proposed approach.  

 

CONCLUSION:  

In conclusion, it can be said that the potato plant (especially the leaf) is prone to blight disease. If left untreated, potato leaf 

blight, which is brought on by fungi like Phytophthora infestans, can seriously harm potato crops all over the world and 

result in large yield losses. Agronomists' subjective and time-consuming visual inspection is the foundation of traditional 

disease detection techniques. However, there is a chance to completely transform the identification and treatment of potato 

leaf blight with the introduction of machine learning (ML) and deep learning (DL) approaches. This paper presents not only 

a machine learning based approach, but rather integrates it with image denoising and statistical feature extraction to train a 

deep neural network which attains a classification accuracy of 97.69%. 
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