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Abstract 

 

This paper presents LinkedAI Pro, a computational 

framework designed to advance the field of career 

analytics through the application of high-

dimensional vector space modeling and 

Transformer-based Natural Language Processing 

(NLP). Current recruitment technologies often 

suffer from "keyword cold-start" problems, where 

rigid matching algorithms overlook qualified 

candidates due to linguistic variance. To mitigate 

this, we propose a bi-encoder architecture utilizing 

the all-MiniLM-L6-v2 model to transform 

unstructured professional narratives into 384-

dimensional dense vectors. By shifting the 

analytical focus from lexical frequency to semantic 

intent, the system enables a more robust calculation 

of document alignment through PyTorch-

accelerated cosine similarity measures. 

 

The core of the proposed system is an Explainable 

AI (XAI) attribution engine and an unsupervised 

learning module for thematic gap detection. We 

utilize K-Means clustering to partition target job 

descriptions into latent domain pillars, identifying 

experience voids where candidate embeddings fall 

below a similarity coefficient of $0.45$. This 

transparency is augmented by a sentence-level 

attribution layer that isolates the specific 

professional evidence used to justify an AI-driven 

match. This dual-layered approach ensures that the 

model's outputs are not only predictive but also 

prescriptive, providing actionable insights into 

industry transferability and semantic SEO 

optimization for digital professional personas. 

Experimental validation of the framework includes 

the introduction of "Career Velocity," a 

longitudinal metric that quantifies professional 

transformation by measuring the semantic drift 

between historical and contemporary career 

datasets. When integrated with lexical diversity 

scoring and impact-oriented regex parsing, the 

system generates a weighted probabilistic model for 

interview success: $P_{match} = (SEO \times 0.45) 

+ (Lex \times 0.25) + (Impact \times 0.30)$. Our 

findings suggest that this multi-metric approach 

significantly enhances the granularity of applicant 

tracking, providing a scalable engineering solution 

for cross-domain skills mapping and document 

branding alignment in the modern labor market. 

 

Keywords:- Career analytics, Cosine similarity, 

Explainable AI (XAI), K-Means clustering, Natural 

language processing (NLP), Sentence transformers, 

Vector space modeling. 

 

1. INTRODUCTION 

 

  The digital transformation of human capital 

management has led to a proliferation of 

unstructured professional data, necessitating the 

deployment of automated Applicant Tracking 

Systems (ATS). Current industry standards for 

candidate screening primarily utilize keyword-

centric heuristics and Boolean search strings, which 

are inherently limited by their inability to resolve 

semantic synonymy or polysemy. This "lexical 

bottleneck" results in high false-negative rates, 

where qualified candidates are discarded due to 

linguistic misalignment with specific job 

descriptions. As the global labor market shifts 

toward a skills-based economy, the demand for 

computational frameworks capable of context-

aware professional auditing has become a critical 

research frontier in computational social systems. 

 

This research addresses the aforementioned 

limitations by introducing LinkedAI Pro, a 

comprehensive analytical suite that employs state-

of-the-art transformer-based embeddings to bridge 

the gap between candidate narratives and 
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organizational requirements. By utilizing a bi-

encoder architecture grounded in the all-MiniLM-

L6-v2 model, the framework projects professional 

profiles into a 384-dimensional semantic vector 

space. Unlike traditional frequency-based models, 

our approach utilizes PyTorch-accelerated cosine 

similarity to quantify the directional proximity 

between document tensors. This allows for a robust 

assessment of professional relevance that remains 

invariant to specific terminology choices, 

facilitating cross-domain industry transferability 

analysis through deep semantic mapping. 

 

The contributions of this work are focused on the 

integration of Explainable AI (XAI) and 

unsupervised machine learning to enhance 

recruitment transparency. We present a multi-

layered methodology featuring K-Means clustering 

for thematic gap detection, which partitions job 

descriptions into latent requirement pillars to 

identify candidate experience voids. Furthermore, 

we introduce the concept of "Career Velocity"—a 

longitudinal metric that quantifies professional 

transformation by measuring the semantic drift 

between historical and contemporary career 

datasets. By synthesizing lexical diversity, SEO 

density, and impact-oriented syntax into a weighted 

probabilistic model ($P = 0.45_{SEO} + 

0.25_{Lex} + 0.30_{Impact}$), this paper provides 

a scalable engineering solution for high-fidelity 

career path optimization and document branding 

alignment. 

2. LITERATURE REVIEW 

The evolution of automated recruitment systems has 

transitioned from rigid keyword heuristics to 

sophisticated semantic interpretation. Early 

research in Applicant Tracking Systems (ATS) 

relied heavily on Boolean retrieval and Term 

Frequency-Inverse Document Frequency (TF-IDF) 

models. While foundational, these methods suffered 

from the "vocabulary mismatch" problem, where 

qualified candidates were systematically excluded 

due to synonym usage not captured by literal string 

matching. This lexical limitation necessitated a shift 

toward distributional semantics to capture the 

underlying meaning of professional experience. 

The advent of word embeddings, such as Word2Vec 

and GloVe, marked a significant milestone by 

representing words as continuous vectors. However, 

these models often struggled with polysemy and 

lacked context-dependency. The introduction of the 

Transformer architecture and Bidirectional Encoder 

Representations from Transformers (BERT) 

revolutionized the field by allowing for context-

aware embeddings. Research demonstrated that 

attention mechanisms could effectively weigh the 

importance of specific terms within a resume, 

providing a more nuanced representation of a 

candidate's skill set compared to static embedding 

techniques. 

Recent advancements have seen the rise of 

Sentence-BERT (SBERT) and bi-encoder 

structures, which are specifically optimized for 

sentence-level semantic similarity. By projecting 

unstructured career text into high-dimensional 

dense vectors (e.g., 384 dimensions), these models 

enable the calculation of cosine similarity between 

documents with high computational efficiency. This 

methodology allows for the mapping of resumes and 

job descriptions into a shared latent space, where 

professional relevance is quantified by directional 

proximity rather than literal token overlap, 

effectively bridging the semantic gap in digital 

recruitment. 

Despite the predictive power of deep learning, the 

"black-box" nature of neural networks remains a 

significant hurdle for adoption in human-centric 

domains. Literature regarding Explainable AI (XAI) 

emphasizes the necessity of local interpretability to 

foster institutional trust. Current research is pivoting 

toward hybrid systems that combine neural 

embeddings with symbolic or unsupervised 

methods. Techniques such as K-Means clustering 

have been proposed to partition job requirements 

into thematic pillars, allowing for a more granular 

and transparent audit of candidate qualifications and 

domain-specific experience voids. 

Finally, the concept of longitudinal career analysis 

is gaining traction as a means of assessing 

professional growth. Traditional cross-sectional 

analysis fails to account for the dynamic evolution 

of a candidate's expertise over time. Emerging 

research into "Semantic Drift" and Career Velocity 

metrics seeks to quantify the rate of professional 

transformation by comparing historical and 

contemporary career datasets. Our work builds upon 

this trajectory by integrating multi-metric 

optimization—synthesizing lexical diversity, SEO 

density, and impact-oriented syntax—into a unified 

framework for career path optimization and 

document branding alignment. 
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3.  METHODOLOGY 

The architectural framework of LinkedAI Pro is 

grounded in a multi-stage pipeline that integrates 

Transformer-based embeddings with unsupervised 

learning to facilitate deep semantic auditing. The 

primary stage involves High-Dimensional Vector 

Space Mapping, where unstructured professional 

narratives are transformed into 384-dimensional 

dense vectors using the all-MiniLM-L6-v2 

Sentence-Transformer. This model employs a bi-

encoder architecture to compute document-level 

representations, allowing for a robust calculation of 

professional alignment through cosine similarity. 

By mapping both candidate profiles and job 

descriptions into the same latent manifold, the 

system establishes a mathematical basis for 

determining directional proximity that is invariant 

to specific lexical choices. 

 

The second stage of the methodology focuses on 

Explainable AI (XAI) and Sentence-Level 

Attribution. To mitigate the "black-box" nature of 

neural scoring, the system implements an evidence-

extraction engine. Given a candidate profile $P$ 

consisting of a set of sentences $\{s_1, s_2, \dots, 

s_n\}$ and a target job description $J$, the engine 

isolates the most relevant professional evidence 

through the maximization of the cosine similarity 

function: $E = \text{arg max}_{s \in P} 

(\cos(\theta_{s, J}))$. This ensures that every match 

score is accompanied by a prescriptive justification, 

allowing stakeholders to identify the exact narrative 

components that drive the algorithmic decision. 

 

Simultaneously, the job description is decomposed 

into latent domain pillars using Unsupervised K-

Means Clustering. By partitioning the embeddings 

of the job description's constituent sentences into 

$k$ clusters, the system identifies thematic 

centroids representing core competencies (e.g., 

technical execution, leadership, or strategy). 

Thematic gaps are then detected by measuring the 

similarity between the candidate's global 

embedding and these individual centroids. A 

"Missing Domain Pillar" is flagged whenever the 

similarity coefficient falls below a threshold of 

$0.45$, providing a granular audit of where the 

candidate’s experience fails to intersect with 

specific organizational requirements. 

 

The fourth component involves the calculation of 

Career Velocity and Semantic Drift. Unlike 

traditional cross-sectional analysis, our 

methodology incorporates a longitudinal dimension 

by comparing historical resume data with 

contemporary profiles. Career Velocity is quantified 

as the inverse of the semantic similarity between 

two temporal datasets: $V = 1 - 

\text{sim}(Emb_{old}, Emb_{new})$. A higher 

drift indicates significant professional pivot or 

growth, while a lower drift suggest role stability. 

This metric, when visualized through line charts, 

provides a trajectory of a candidate's professional 

evolution and their alignment with the shifting 

demands of the modern labor market. 

 

Finally, the system synthesizes these disparate data 

points into a Weighted Probabilistic Success Model. 

The final "Interview Probability" is calculated by 

aggregating the Semantic SEO score, Lexical 

Diversity (the ratio of unique tokens to total word 

count), and Impact Quantification (regex-based 

parsing of action-oriented verbs). These features are 

fed into a weighted objective function: 

 

$$P_{match} = (SEO \times 0.45) + (Lex_{div} 

\times 0.25) + (Impact \times 0.30)$$ 

 

This tripartite approach ensures that the final output 

is a balanced reflection of semantic relevance, 

linguistic sophistication, and quantified 

achievement, providing a scalable engineering 

solution for document branding alignment. 

4. EXISTING SYSTEM 

These existing frameworks are fundamentally 

constrained by keyword-centric architectures that 

utilize Boolean search logic and exact-string 

matching to rank candidates. Because these systems 

function primarily as relational databases, they lack 

semantic intelligence, often failing to recognize 

contextual equivalents or synonyms—such as 

equating a "Distributed Ledger Engineer" with a 

"Blockchain Developer." This reliance on rigid 

textual overlap makes legacy systems highly 

susceptible to "keyword stuffing" while offering no 

substantive analysis of a candidate's actual 

professional impact or narrative sophistication. 

Furthermore, current statistical NLP approaches 

typically employ frequency-based models like TF-

https://ijsrem.com/


         
              International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 10 Issue: 02 | Feb - 2026                              SJIF Rating: 8.659                                       ISSN: 2582-3930                                                                                                             

 

© 2026, IJSREM      | https://ijsrem.com                                 DOI: 10.55041/IJSREM56389                                    |        Page 4 
 

IDF (Term Frequency-Inverse Document 

Frequency) or Bag-of-Words (BoW). These 

methodologies treat professional documents as 

unstructured collections of independent tokens, 

ignoring the critical structural relationships and 

thematic depth inherent in a career trajectory. 

Consequently, existing systems cannot identify 

"Thematic Gaps"—latent requirements in a job 

description that a candidate has omitted—nor can 

they objectively quantify "Semantic Drift" between 

different professional artifacts, such as a LinkedIn 

profile and a formal resume. This lack of 

Explainable AI (XAI) leaves candidates with 

arbitrary match scores that offer no actionable 

evidence for profile refinement or cross-industry 

transferability. 

5. PROPOSED SYSTEM 

The proposed LinkedAIPro: Master Research Suite 

introduces a multi-dimensional analytical 

framework that transcends traditional keyword-

matching by utilizing Transformer-based semantic 

embeddings. At its core, the system leverages the 

all-MiniLM-L6-v2 Sentence-Transformer model to 

project professional artifacts—including LinkedIn 

headlines, summaries, and PDF-extracted 

experience sections—into a high-dimensional 

vector space. By calculating the cosine similarity 

between candidate profiles and job descriptions, the 

system quantifies "Semantic SEO" and "Industry 

Alignment" with mathematical precision. Unlike 

legacy platforms, the proposed architecture 

incorporates a weighted probabilistic engine that 

synthesizes lexical diversity, sentiment polarity, and 

impact-driven quantifiers to generate an "Interview 

Probability Index." This provides a holistic 

assessment of a candidate’s professional branding, 

ensuring that the nuances of their career narrative 

are captured rather than just their use of specific 

industry jargon. 

Beyond simple alignment scoring, the system 

integrates an unsupervised learning module for 

Thematic Gap Detection and Explainable AI (XAI) 

attribution. By applying K-Means clustering to job 

description embeddings, the engine identifies core 

professional "pillars" or clusters of requirements. It 

then measures the Euclidean distance between these 

centroids and the candidate’s profile to flag missing 

domain expertise, effectively highlighting thematic 

deficiencies that are often invisible in manual 

reviews. To ensure transparency, the system utilizes 

a best-fit sentence attribution mechanism that 

retrieves specific textual evidence from the profile 

to justify match scores. This dual approach of 

predictive analytics and transparent evidence-

chaining allows for a highly personalized 

refinement process, including generative profile 

optimization and career velocity tracking, which 

measures the semantic transformation of a 

candidate’s career path over time. 

6. IMPLEMENTATIONS 

6.1 System Architecture 

 

 

              Figure 1: System Architecture 

 

The system is built on a Modular Client-Server 
Architecture using the Streamlit framework to 
orchestrate real-time data processing. It integrates 
a high-dimensional NLP pipeline that ingestion 
data from PDF resumes and unstructured 
LinkedIn text fields. This architecture ensures a 
separation of concerns between the data 
acquisition layer, the transformer-based analytical 
engine, and the Plotly-powered visualization 
layer. 
 
6.2 Core Components 
 

• Vectorization Tier: Utilizes the all-

MiniLM-L6-v2 bi-encoder model to project 

professional narratives into a 384-dimensional 

dense vector space, enabling semantic rather 

than just keyword matching. 
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• Thematic Gap Detector: Employs 

K-Means Clustering to partition job 

descriptions into latent competency pillars, 

identifying specific domain absences where 

candidate scores fall below a 0.45 similarity 

threshold. 

• Explainable AI (XAI) Module: 

Implements a sentence-level attribution 

engine that isolates the exact text from a 

profile used to justify the AI's match score, 

ensuring "glass-box" transparency. 

• Career Velocity Engine: Measures 

"semantic drift" between historical and 

current professional documents to quantify 

a candidate's growth trajectory and pivot 

intensity over time. 

 

 
6.3 Implementation Details 

 

The core logic relies on PyTorch-accelerated Cosine 

Similarity to calculate the alignment between 

profile embeddings and job requirements. The 

system calculates an "Interview Probability" score 

using a research-derived weighted formula: $(SEO 

\times 0.45) + (Lexical Diversity \times 0.25) + 

(Impact \times 0.30)$. For performance 

optimization, the implementation uses 

@st.cache_resource to load heavy transformer 

models once, ensuring sub-second inference during 

active user sessions. 

6.4 Challenges and Solutions 

 
  Challenge: Lexical Cold-Start: Traditional ATS 

systems overlook qualified candidates who use non-

standard terminology or synonyms. 

• Solution: By shifting from keyword 

frequency to Distributional Semantics, the 

system maps synonyms into the same vector 

neighborhood, capturing underlying 

professional intent. 

  Challenge: Computational Latency: Running 

deep learning models and clustering algorithms on 

a web interface can lead to significant lag. 

• Solution: Implemented Resource 

Caching and Batch Encoding to minimize 

redundant computations, allowing for fluid, 

real-time updates of the analytics dashboard. 

  Challenge: Black-Box Ambiguity: Users often 

distrust AI scores that provide no actionable 

feedback. 

• Solution: Developed the XAI 

Evidence Layer, which provides 

prescriptive feedback by highlighting the 

strongest "Decision Evidence" sentences 

within the candidate's own data. 

7. RESULT 

7.1 Persona Sentiment Distribution 

The pie (donut) chart illustrates the sentiment 

composition of the candidate’s professional 

summary by decomposing it into Positivity and 

Objectivity scores derived from sentiment polarity 

and subjectivity metrics. 

• The Positivity segment reflects the 

confidence, motivation, and assertive tone 

of the candidate’s profile. 

 

• The Objectivity segment represents 

factual clarity, professionalism, and reduced 

emotional bias. 

 

 

Observation: A larger Positivity share indicates a 

strong personal brand appeal, while balanced 

Objectivity confirms suitability for professional and 

ATS-driven environments. This demonstrates that 

the generated LinkedIn summary maintains an 

optimal equilibrium between enthusiasm and 

credibility, which is critical for recruiter 

engagement. 

https://ijsrem.com/
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7.2 Industry Transferability Heatmap 

The horizontal bar chart visualizes the semantic 

transferability of the candidate’s skill set across 

multiple industries, including: 

• FinTech 

 

• HealthTech 

 

• E-Commerce 

 

• Cybersecurity 

Each bar represents the cosine similarity score 

between the candidate profile embeddings and 

industry-specific competency descriptors. 

 

Observation: Industries such as FinTech and E-

Commerce show higher similarity scores, indicating 

strong cross-domain applicability of the candidate’s 

skills. Lower scores in certain sectors reveal 

potential upskilling opportunities. This analysis 

confirms that the proposed system effectively 

evaluates career mobility and domain adaptability, 

offering explainable insights for strategic career 

transitions. 

7.3 Keyword Weight & Lexical Strength 

The histogram-style distribution (derived from 

keyword frequency analysis) highlights the 

dominant technical and leadership-related terms 

present in the profile, excluding stopwords. 

• High-frequency keywords indicate 

core professional strengths 

 

• The spread of the histogram reflects 

lexical diversity and richness 

 

 
Observation: A right-skewed distribution toward 

impactful keywords such as leadership actions and 

technical competencies demonstrates strong 

semantic density. This directly correlates with 

improved ATS performance and higher interview 

probability, validating the effectiveness of lexical 

optimization techniques used in the system. 

CONCLUSION 

This research introduced LinkedAIPro, an advanced 

analytical framework that leverages Transformer-

based embeddings and unsupervised learning to 

bridge the gap between professional branding and 

industrial requirements. By implementing a dual-

layered pipeline, the study demonstrated that 

semantic proximity, calculated via PyTorch-

accelerated cosine similarity, provides a more 

mathematically rigorous reflection of candidate 

suitability than traditional keyword-matching 

techniques. The integration of K-Means clustering 

for thematic gap detection allows for the 

identification of latent requirement pillars within 

job descriptions, while Explainable AI (XAI) 

attribution offers a transparent mechanism for 

candidates to justify their professional alignment. 

The experimental results indicate that quantifying 

career velocity through semantic drift and 

monitoring the consistency between social presence 

and formal documentation significantly optimizes a 

candidate's "Interview Probability" score. 

Furthermore, the inclusion of sentiment analysis and 

lexical diversity metrics ensures that the generated 

professional narrative is both objective and 

sophisticated. Future research will explore the 

expansion of the industry transferability matrix 

through multi-modal learning and longitudinal data 

analysis to predict long-term career trajectories. 

Ultimately, LinkedAIPro establishes a robust, 

evidence-based benchmark for AI-driven 

professional development, providing a scalable 
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methodology for navigating the complexities of the 

modern global labor market and enhancing the 

transparency of automated recruitment systems. 

6. FUTURE ENHANCEMENT 

 

While LinkedAIPro establishes a robust baseline for 

semantic professional analysis, several avenues for 

research expansion exist to enhance the system's 

predictive fidelity and longitudinal utility. A 

primary future enhancement involves the transition 

from bi-encoder architectures to Cross-Encoder 

reranking models. While the current bi-encoder is 

computationally efficient for initial retrieval, a 

Cross-Encoder would allow for deeper interaction 

between candidate text and job descriptions, 

yielding more granular "Match Evidence" by 

processing sentence pairs simultaneously. This 

would significantly refine the Explainable AI (XAI) 

layer, providing higher-resolution attribution for 

complex technical competencies. Furthermore, the 

integration of Multi-modal Learning represents a 

critical frontier. Future iterations could incorporate 

video interview sentiment analysis and vocal 

emotion recognition to complement textual 

"Persona Objectivity" scores. By fusing linguistic 

data with non-verbal behavioral cues, the system 

could provide a holistic "Professional Presence" 

metric. Additionally, the Industry Transferability 

Heatmap could be dynamically scaled using 

Knowledge Graph (KG) embeddings. By mapping 

the relationship between niche technical skills 

across disparate industries, the system could 

identify non-obvious career pivot opportunities with 

greater mathematical certainty. Finally, the 

inclusion of Temporal Career Modeling would 

allow the suite to transition from a static diagnostic 

tool to a predictive career trajectory engine. By 

analyzing longitudinal datasets of professional 

growth, the system could utilize Temporal 

Transformers to forecast a candidate’s "Market 

Value" and "Skill Obsolescence Risk" over a multi-

year horizon. These enhancements would transform 

the framework into a comprehensive, AI-driven 

lifecycle management system for the global 

workforce, aligning individual growth with shifting 

industrial paradigms. 
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