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ABSTRACT 

 

One of the most widely used data analysis methods in machine learning is the clustering algorithm, which is used to 

accurately assess the enormous amounts of healthcare data from electronic health records, hospitals, clinics, body 

sensor networks, and internet of things devices. By dividing up the data of comparable patients according to their 

pertinent characteristics, clustering algorithms are always essential in the prediction of diseases. Numerous clustering 

methods have been created thus far for the analysis of various healthcare data sets. 

 

I. INTRODUCTION 

 

In the present day, the amount of healthcare data records 

generated on a daily basis is growing exponentially. A 

deluge of data has been generated by the proliferation of 

medical sensors, IoT devices, and digital medical records, 

which usually end up in various medical storage 

repositories. After that, a variety of activities, including 

analytical, process, and retrieval ones, are carried out to 

draw insightful conclusions from the unprocessed data. 

Physicians or other healthcare professionals will be able 

to make well-informed treatment decisions at the 

appropriate moment with the use of real-time warnings. 

Big data analytics technologies can therefore be utilised to 

increase treatment efficiency, save lives, give insight 

much more quickly, and ultimately save money. 

 

Healthcare data is collected from a variety of sources, 

including hospitals, clinical settings, medical research,  

 

 

electronic records, and authorised websites. They are 

saved in a variety of formats, including text, video, audio, 

image, impala complicated kinds, and sequence files , 

making it challenging to process and analyse all of the data. 

One significant technique for addressing this analytic 

difficulty is to organise or cluster large amounts of health 

data into more compact formats. In such cases, clustering 

algorithms play an important role in analysing vast 

amounts of healthcare data as discrete segments in a 

distributed manner and efficiently aggregating all of these 

data across different clusters to acquire the final processed 

medical data. Several clustering algorithms have been 

created to analyse data, but it remains a difficult process 

to determine which technique delivers the best and ideal 

number. 
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II.  LITERATURE SURVEY  

Concept of cluster analysis: 

Known as an autonomous learning method, clustering is 

one of the most popular algorithms in the machine 

learning field [2]. When there are no class labels available 

to process the datasets, are the clustering of technique is 

significant because it breaks the enormous volume of data 

into smaller groupings of data. Every cluster comprises a 

collection of data points, with the primary purpose of the 

clustering method being to categorise and organise each 

data point into a certain cluster. Additionally, data points 

in the same cluster ought to possess comparable features 

and/or qualities, but data points in other clusters should 

have extremely different features and/or properties [1]. 

Several clustering methods, including K-means, K-

Medoids, or Partitioning Around Medoids (PAM), and 

Hierarchical, have been introduced in the research works 

that have already been completed [1–2] for the analysis of 

healthcare data sets.  

 

 

K-means Clustering Algorithm: 

K-means is a straightforward and widely applicable 

clustering algorithm that is mostly utilised for classifying 

an unlabeled dataset. Finding comparable clusters, 

denoted by variable k, is the primary goal of this algorithm. 

The mean or centroid is a statistic that this algorithm 

utilises to describe the cluster for this purpose. A centroid, 

which may or may not be a member of the dataset, is a 

data point that represents the cluster's centre. Thus, it 

separates the n data points into k clusters, and then assigns 

each data point to the cluster that has the closest possible 

centroid. The Euclidean distance is then precisely 

computed from each data point to the centroid in an 

equilateral cluster. The centroid of a cluster is always 

assigned data points based on their lowest euclidean 

distance from it. 

 

K-medoids Clustering Algorithm: 

The algorithm K-medoid, commonly known as Partition 

Around Medoids (PAM), is a variant type of algorithm. 

Within a cluster that is centred and has a small dispersion 

over all of the data points in the cluster, a data point 

functions as a medoid in this algorithm. As a result, this 

medoid can serve as a cluster representative for other data 

points. The primary principle of PAM is to organise the 

collection of medoids, calculate important data points as a 

medoid in a particular cluster, and then assign each data 

point to the closest medoid in that cluster. Also, there are 

typically two stages to this algorithm: the construction 

phase and the swap phase. The first phase's job is to 

identify the data point with the lowest mean dissimilarity 

throughout the entire dataset, or the first medoid. 

An easy way to comply with the conference paper 

formatting requirements is to use this document as a 

template and simply type your text into it. 

 

III. SUMMARY OF LITERATURE SURVEY 

Hierarchical Clustering: 

A unique kind of unsupervised machine learning 

algorithm known as Hierarchical Cluster Analysis (HCA) 

is called hierarchical. Using a tree-based framework, 

hierarchical cluster analysis aims to group comparable 

unlabeled data points into a number of clusters. The data 

points at the base of the tree create a collection of clusters, 

each of which is unique from the others. Additionally, the 

data points in a given cluster are typically the same as 

those in other clusters within the dataset. Based on the 

hierarchy, this technique generates a dendrogram, or tree-

type structure. Agglomerative hierarchical clustering, also 

known as AGNES (Agglomerative Nesting), and Divisive 

hierarchical clustering, also known as DIANA (Divisive 

Analysis), are the two main categories of hierarchical 

clustering algorithms. Each of these algorithms is 

precisely the opposite of the other. Table displays the 

summary of different algorithms according to different 

characteristics. 
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 Validation Measures: 

 Various internal and stability validation indicators      are 

used to assess the performance of unsupervised learning 

algorithms. Assessing the proper number of clusters and 

determining the quality of the suitable clustering 

technique depend heavily on the internal metrics. Without 

utilising any external data, this measure computes a 

cluster's quality only based on its internal data. Three 

categories comprise the fundamental internal validation 

measurements [2]: Silhouette, Dunn index, and 

Connectivity. The internal validation indices for a 

physiological data set are briefly presented in this section. 

 

1.Internal Measures 

 Connectivity: This measure represents the total number 

of rows n (data points or observations) and columns m in 

a dataset. The values are always considered as numeric 

(e.g., a physiological parameter’s values). Let Yni(j) and 

xiYni(j) be the jth nearest neighbor of data point i and zero, 

respectively, if both i and j are in the same cluster, and 

then 1
j otherwise. The connectivity is measured for a 

particular cluster C = {C1,C2 ....Ck} with n data points 

using the below equation 

  xiYni(j) (1) 

Where p represents a parameter value and if the 

connectivity measure has a value between 0 and ∞, it 

should always be decreased. 

Dunn Index: This is an important metric that presents the 

ratio of the lowest distance between the data points which 

is not available in the same cluster and the highest distance 

in the intra-cluster. The index value can be obtained as 

 
Where d(Cm) indicates a cluster Cm with maximum 

distance and this index has a value between 0 and ∞, and 

it should always be increased. 

 

Average Distance (AD): 

By taking into account the two aforementioned scenarios, 

the AD measure's primary purpose is to forecast the 

average distance between data points that are grouped 

together. The lesser values are always taken into account 

while evaluating the findings if the AD is between zero 

and ∞. To compute AD, use the supplied expression below. 

 
 

 Average Distance Between Means (AM): This 

measure's primary goal is to determine the average 

distance between data points under the two previously 

mentioned scenarios that are displayed in the same cluster. 

Only the Euclidean distance, which has smaller values 

between 0 and ∞, is used, nevertheless, and is always 

favoured. Let x i,0 represent the cluster containing the 

average data point I , and x I , l the cluster containing the 

data point C i, without the removal of column l C. Then, 

the following formula is used to compute. 

 
 

Figure of Merit (FOM): A factor of multiplicity (FOM) 

plays a crucial role in grouping data by estimating the 

average variance of the deleted columns in each of the 

several clusters. It also uses the average number of clusters 

to compute the mean error rate, with smaller values 

between 0 and ∞ being favoured. Next, FOM utilises the 

provided formula to anticipate a certain left-out column l. 
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V. METHODOLOGY USED IN EXISTING SYSTEM 

By using two packages that are defined in the R 

programming tool, the clustering techniques are verified. 

The Nb Clust package [3] and the c Valid package [2] are 

the two main packages utilised in this investigation. For a 

given data collection, both programmes are essential for 

figuring out the ideal number of data clusters and 

validating the useful outcomes of the clustering study. 

Euclidean distance is a parameter in the NbClust function 

used in this analytical investigation. The range of 

important parameters, as illustrated in Fig. 1, is used to 

measure the frequency of occurrence of time-critical. 

 

Set of data: The core data set for this experiment research 

is the statlog heartrate real-world data set, which consists 

of 3 variables and 130 instances from the UCI machine 

learning repository. Using the same 130 examples, this 

paper adds 5 more variables to validate the benefits of the 

synthetic dataset. There are only numeric values with 

various properties in the data set. Depending on the 

patient's conditions, the vital ranges of each attribute—

normal, moderate, and extremely high—are included. 

Table 2 lists the various attributes of synthetic and real-

world healthcare data sets. 

 

 

 

Comparative Analysis: The comparative analysis's goals 

are to determine the degree to which each algorithm can 

correctly classify similar health records from the mixed 

physiological data set, as well as to determine the ideal 

number of cluster sizes for each algorithm and identify the 

best performing algorithm. The analysis results of three 

distinct clustering algorithms are validated through the use 

of both internal and stability measures. 

 

Evaluating Validity: Table 3 displays the analytical 

findings of different clustering techniques based on the 

internal validity metrics. Algorithms are first tested with 

cluster sizes ranging from k = 2 to k = 10. 

 
The K-means algorithm with two clusters outperforms the 

hierarchical clustering algorithm in terms of connectivity 

and Dunn index measures, but the latter outperforms the 

former in terms of silhouette validity. As a result, it is the 

second best-known clustering algorithm in terms of 

internal validity. Additionally, the comparative analysis 

revealed that the K-medoids produce no clustering. 

 

 

VI. COMPARISION  

The ideal number of clusters and their scores are evaluated 

using two key metrics: internal and stability. The best 

scores for each algorithm are shown in Table 4. Based on 

the observations,Dunn index, and silhouette. In contrast, 

among all the clustering techniques investigated, the 

hierarchical approach with various clusters frequently 

produces the highest stability values for APN, ADM, and 

FOM, with the exception of AD. 
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However, the best appropriate cluster size for a 

physiological data set is 2, and it has been demonstrated 

that it is suitable for dealing with high-dimensional 

physiological datasets. Finally, this investigation revealed 

that the Pam algorithm did not yield the ideal number of 

clusters on a synthetic data set with high problem 

dimensionality, as shown in Table 4. 

 

 
 

VII. CONCLUSION 

This work provides a complete theoretical overview of 

clustering algorithms, specifically for healthcare data 

processing, from both theoretical and experimental 

viewpoints. Numerous clustering methods have been 

proposed in existing studies for analysing healthcare data 

sets and validated using various metrics. However, it is 

extremely difficult to predict which clustering technique 

will be most appropriate for a specific data collection, as 

well as the optimal number of clusters from a given set. 

Based on these perspectives, this study examined various 

clustering algorithms from a therapeutic perspective and 

evaluated them using internal and stability metrics. The 

observed results provided a better solution for developing 

unique clustering algorithms and recommending a specific 

technique for a large amount of physiological data. 
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