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Abstract :  This study We recommend a novel frequent-pattern tree (FP-tree) structure. Our performance study 

illustrates that the FP-growth method is approximately an order of magnitude faster than the Apriority algorithm and 

some recently reported new frequent-pattern mining methods. It is also efficient and scalable for mining both long and 

short frequent patterns. Whether frequent data patterns are short or long, the FP-tree approach is an effective 

association mining algorithm for mining them. It is possible to significantly lower search costs by employing 

partitioning-based, divide-and-conquer, and compact optimal tree structure data mining searching techniques. It works 

similarly to the examination of many CPUs or computer memory reduction. However, it appears that this method can 

reduce the costs associated with integrating and sharing control information, and it also significantly reduces 

algorithm complexity, which effectively solves the issue. The greatest performance boost is still going to be restricted, 

even with the primary adoption of the multi-CPU strategy, raising the demand essentially is hardware. Is there any 

other option for the majority to lower these building costs for FP-trees, while the best performance improvement is 

still restricted? 
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INTRODUCTION 

Mining efficiency can be attained through three methods: The following methods can be employed to increase mining 

efficiency: In our FP-tree-based mining, we minimize the costly process of generating a large number 

of candidates sets by using a pattern-fragment growth strategy. By breaking up the mining work into smaller tasks, the 

divide-and-conquer strategy greatly reduces the search space while mining constrained patterns in conditional 

databases. Consistent pattern identification and connection rule recognition to keep track of everything that happens 

frequently, we can create a temporary database and organize it based on the list of items that happens frequently, 

which is then utilized for projecting. This temporary database will be referred to as the Projection Database. reduce 

the significant costs associated with calculating the scenario that could occur in a large database on each individual 

node. 

 

We examine the FP-tree's size and the FP-growth turning point on data projection in order to create an FP-tree.  

(1) A single prefix structure can be used to combine the common components as long as the count is accurately 

registered. 

(2) if a sorted collection of frequently occurring elements indicates that two transactions are similar in terms of prefix. 
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 FP-TREE 

 When an FP-tree is built using a transaction database (DB) and a support threshold (ξ), many important qualities are 

produced.  

 

FREQUENT PATTERNS -TREE 

Building a small FP-tree guarantees that a relatively small data structure can be used for mining in the future. Even if 

one just uses this FP-tree to generate and check all the candidate patterns, one may still run into the combinatorial 

problem of candidate generation, therefore this does not automatically ensure that it will be highly efficient. [5][6][7].  

 

 

LITERATURE REVIEW: 

Numerous methods are known in the literature for often mining patterns from ambiguous data [1, 10, 11, 12, 13, 

14, 20, 21, 21]. This section covers work on data uncertainty and gives some background information. Certain 

academics have expanded the use of association rule mining methods to include imprecise or ambiguous data. They 

have put forth many methods and frameworks. 

In 2009, Leung et al. proposed effective algorithms for the mining of uncertain data including limited frequent 

patterns [8]. They suggested employing U-FPS algorithms to identify recurring patterns in ambiguous data in order 

to efficiently mine it while satisfying user-specified limitations. 

In 2008, Aggarwal and colleagues presented a system for grouping unpredictable data streams [9]. They offer a 

clustering technique. They use a general model of the uncertainty in which they assume that only a few statistical 

measures of the uncertainty are available. 

 

      Mining a common item set from uncertain data was suggested by Chui et al. [10]. during 2007. They proposed 

the U-Apriori algorithm, which operates on such datasets and was a modified version of the Apriori algorithm. 

They recognised the U-Apriori computational difficulty and put up a paradigm for data cutting to solve it. A 

methodology for extracting frequent item sets from ambiguous data was suggested by them. A methodology for 

data reduction was suggested to increase mining productivity. The data trimming technique has been shown 

through rigorous testing to achieve significant savings in CPU and I/O costs. 

        

In 2009 saw the proposal of frequent pattern mining with unknown data [11] by Aggrawal et al. For deterministic 

data sets, they suggested a number of traditional mining techniques and assessed how well they performed in terms 

of memory consumption and efficiency. Because probability information is included, the trade-offs in the uncertain 

scenario differ significantly from those in the deterministic case. 

 

In 2011, Abd-Elmegid and colleagues proposed vertical mining of recurring patterns from ambiguous data [13]. 

They created the Eclat algorithm and expanded the cutting-edge vertical mining method, Eclat, for identifying 

recurring patterns in ambiguous data. In this research, they used the Tid set vertical data structure to study the 

challenge of mining frequent itemsets from existential uncertain data. Additionally, they conducted a comparison 

study between the suggested method and established algorithms. 

 

Tang, et. al. proposed mining probabilistic frequent closed item sets in uncertain databases [14] in 2011. In this 

paper they pioneer in defining probabilistic frequent closed item sets in uncertain data. They proposed a 

probabilistic frequent closed item set mining (PFCIM) algorithm to mine from uncertain databases. 

 

        Ngai, et. al. proposed efficient clustering of uncertain data [22] in 2006. In this paper they studied the problem 

of uncertain object with the uncertainty regions defined by pdfs. They describe the min-max-dist pruning method 

and showed that it was fairly effective in pruning expected distance computations. They used four pruning 

methods, which was independent of each other and can be combined to achieve an even higher pruning 

effectiveness. 
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Leung, et. al. proposed the efficient mining of frequent patterns from uncertain data [23] in 2007. In this paper they 

proposed a tree-based mining algorithm (UFP-growth) to efficiently find frequent patterns from uncertain data, 

where each item in the transactions is associated with an existential probability. They plan to investigate ways to 

further reduce the tree size. 

 

We briefly describe our basic approach to the problem and then produce the best results. In this paper, uncertain 

textual data is used to generate the frequent patterns. 

 

 

METHODOLOGY 

 

FP Tree, CP-Tree and K Map 

 

FPtree: Building a small FP-tree guarantees that a relatively small data structure can be used for mining in the future. 

However, even if one merely uses this FP-tree to generate and check all the candidate patterns, one may still run into 

the combinatorial problem of candidate generation, so this does not automatically ensure that it will be highly 

efficient. This section covers the exploration of compacted information stored in an FP-tree, the development of our 

running example to illustrate the principles of frequent-pattern growth, the exploration of further optimization when 

an FP-tree contains a single prefix path, and the proposal of FP-growth, a frequent-pattern growth algorithm, for 

mining the entire set of frequent patterns using FP-tree. 

CP tree: Scan the database first, then take care of the items that show up in the transaction. subsequently, all things 

deemed infrequent and with support below the user-defined minimum are eliminated from consideration. The 

remaining items are all categorized as frequent items and are arranged in the frequency order. When kept in a table, 

this list is referred to as the header table. Pointers in the frequent pattern tree are used to store all of the item 

support that corresponds to each item. Next, create the compact tree, also referred to as the frequent pattern tree. 

The FP-tree is constructed using the elements that have been sorted in the header table based on frequency. 

A thorough database scan is required for this. When an item is added to the tree, it first determines whether it 

already exists there in the same sequence. If not, it adds a new node with a support counter of 1, and increments the 

counter of support by one for each item in the tree that is separated by a comma. Pointers to the same item and its 

entry in the header table are used to maintain a link. The pointer in the header table indicates where each item 

appears for the first time. 

 

K Map: A visual approach of grouping expressions that share common factors and removing irrelevant variables is 

provided by a Karnaugh map [18], [19]. A Karnaugh map uses the ability of humans to recognise patterns to avoid the 

need for important calculation. This makes it possible to quickly identify and rule out any possible racial problems. A 

Karnaugh map is composed of many grid boxes. Each grid box in a k-map corresponds to a min term or max term. 

Using the defined min terms, the truth table can be created as a two variables in Table 1 and Figure 1. 

Table 1: Truth table for two variables      

Variables in k-map. 
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                                                 Result                                                      
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              Figure 1: General case of a two   

 

matrix of size 2 (n 1)=2 2(n 1)=2 is produced if the number of terms n is odd, whereas a matrix of size 2n=2 2n=2 is 

created if the number of terms n is even. In this work, the common term set has been identified using the k-map 

strategy on uncertain textual data. This approach reduced the number of database scans and improved the algorithm's 

efficiency and accuracy. 

 

 

RESULT: 

 

1 1 T 

1 0 T 

0 1 T 

0 0 F 

   

         

Algorithm 

Parameter      FP-Growth    CP-Tree K Map 

             

Structure Simple  Tree Based Uses  Bidirectional  FP-Tree Uses  compressed  FP-Tree  data 

 Structure.     Structure.   Structure. 

Approach Recursive    Non- Recursive   Non- Recursive 

Technique It constructs conditional It constructs bidirectional FP- It constructs the compact FP-Tree 

 frequent pattern tree and Tree and builds the CP-tree- through mapping into index and 

 conditional pattern base Trees  for  each  item  then then mine   frequent   item sets 

 from database which mines the CP-Tree locally according to projections index 

 satisfy  the minimum For each item.   separately 

 Support.           

Memory Low as for  large Better, Fit into main memory Best,   as   Compress   FP-tree 

Utilization Database complete Tree due to mining locally in parts structure used and mine according 

 Structure cannot fit into for the complete tree, Thus to projections  separately  thus 

 main memory   every part represent in main easily fit into main memory 

       memory     

Databases Good  for dense Good for dense as well as Good for dense as well as for 

 databases    Sparse Databases. But  with Sparse databases. 

       low support in sparse   

       databases performance   

       Degrades.     
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CONCLUSION: 

 

The first tree-base technique that can efficiently mine frequently occurring item sets is called FP-Growth. New 

approaches, basically variations on the standard FP-Tree, are necessary since the structures in massive databases are 

too large to fit in main memory. Some versions, like CP-Tree and K Map, are based on recursive mining, while FP-

Growth mines the shared item sets. Pruning is eliminating any element that is specific to a given area. Furthermore, 

because of their distinct and condensed mining methods, CP-Tree and K map perform faster and require less memory 

than FP-Tree.  The division and parallel approaches can both increase the efficiency of the FP tree, but they both 

require projection. 
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